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Foreword

Bringing out Sarvekshana has always been a pleasant and enlightening endeavour.
First issue of Sarvekshana was released in July, 1977. The present, 110" & 111"
combined issue contains four papers on the subjects of “Measure of Dynamic
Mobility for Changes in Employment Activity Category based on Transition
Probability Matrix”, “Health Care in India: Evaluation of Health Insurance in India
using NSS Data”, “Theoretical Probability Models for the Distribution of Household
Land Ownership Holding” and “A Subjective Approach of Firm’s Performance: A
Multinomial Analysis”. In addition, the highlights of the Annual Report of PLFS
2018-2019 and PLFS 2019-2020 have also been included in this issue.

110™ issue was scheduled to be released in March, 2021. But due to the unforeseen
situation of COVID-19 pandemic, the release got delayed. Hence, it is combined with
111" issue of Sarvekshana.

Referees have been very kind in examining the papers in detail and offering their
suggestions in a short span of time and so have been the Members of the Editorial
Advisory Board. | offer my sincere gratitude to them and solicit continued support for
the Journal. Authors of the papers too have been cooperative in acceding to the
suggestions for repetitive revisions. | congratulate them for their hard work. Officers
of Survey Coordination Division of NSO have been very meticulous at various stages
of publication and their hard work deserves unqualified appreciation.

Sarvekshana is a known Journal among researchers, academicians and policy makers.
I welcome students, researchers, academia, Government officials and others to
contribute unpublished papers for this Journal. Suggestions for improvement in the
various aspects of the Journal are welcome.

C,, e’ \\,LM

New Delhi Chairman
September, 2021 Editorial Advisory Board
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Measure of Dynamic Mobility for Changes in Employment Activity Category
based on Transition Probability Matrix

P. D. Joshit
Abstract

This paper defines a summary measure (J) for dynamic mobility (move from one
position to another) using a transition probability matrix to evaluate the magnitude of
changes in employment and unemployment status compared to complete immobility
and entire mobility. It is based on how much people move and how much is the
distance of any value from the diagonal of the transition probability matrix. The
minimum and maximum values of mobility measure are zero and one respectively.
Application of this mobility measure (J) along with Joshi and Singh (1977) measure
for analysing gender specific changes, sectoral changes and inter temporal changes in
mobility measure has been made using National Sample Survey (NSS) data of
selected rounds on labour force (employed and un-employed together) and not in
labour force.
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1. Introduction

Mobility is visualised as a movement process governed by the laws of chance. It takes
into account not only the number of moving and non-moving individuals but also the
way they are exchanged between the classes i.e., the nature of movements. In the
words of Lipset and Bendix (1959), mobility refers to the forces by which the
individuals move from one position to another in society. Dynamic mobility refers to
the movement of individuals from positions possessing a certain rank to positions
either higher or lower in the social system. Several scholars including Prais (1955),
Matrass (1950), Bartholomew (1967), Joshi and Singh (1977), Mukherjee and Basu
(1979), Mukherjee and Chattopadhya (1986) have suggested measures of economic
and social mobility for representing transitions during generations and over time.
Among these, Joshi and Singh (1977) derived a measure D of mobility under the
homogeneous Markov chain model using entropies. It is given by,

D= —ZZ p; Log p;
i
where, p; given below is the transition probability matrix ‘P’ (mobility from state i=
1,2, 3,...,ntostate j=1, 2, 3,...,n).

Next State (Period n=1)

States
Sl Sz 83 Sj Sn
States | Index 1 2 3| .. J n
S, 1 P11 P P13 - Py; o P1n
Sz 2 P2y P2, P2 p2j P2,
Ss 3 Ps P, P33 pSJ' P3n
Retention and
gains (from)
SI I pll piZ p|3 le pln
Sn N pnl pn2 pn3 pnj pnn
Retention and Loss (t,) =

The measure is
(i)  Well defined continuous function of elements of p; of the transition

probability matrix P.

(i) Independent of the ordering of the classes.
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(iii)  Finite and attains absolute minimum when there is no mobility.
(iv)  Maximum when and only when the system attains some ideal situation.

However, measure D is not suited if one or more elements(p;)in the transition

probability matrix ‘P’ is zero. To overcome this problem we have defined a summary
measure (J) for dynamic mobility using transition probability to evaluate the
magnitude of changes in labour force and out of labour force compared to complete
immobility. It is based on how much people move and how much is the distance of
any value from the diagonal. The distance of any value from the diagonal reflects by
how much (how far) the movement is. The diagonal values in the matrix so formed
will be equal to one if the number of persons in each state is the same. In that case, all
the non-diagonal values in the transition matrix will be equal to zero. Thus, the
minimum and maximum value of mobility will be zero and one respectively. The
value of off-diagonal elements i.e., p; of the mobility matrix determines how much

quantity in  proportionate terms moved from usual status to current weekly status.
The measure has therefore been derived by taking the position of complete immobility
as the point of comparison. It weights the value of off-diagonal elements by their
distance from the diagonal. In doing so we have ignored the fact that some of the
deviations are positive and some negative because if we do not ignore the signs the
algebraic sum of deviations equals zero. Thus, our measure of dynamic mobility free
from shortcomings of D Measure is given by,

J :5/(1/(k—1))*{ZZ(i - j)ZJ
where, 5:220— 7p;-

Under immobile situations (i.e. all diagonal values in the transition probability matrix
‘p; * equals 1, the value of *J” will be 0). Under perfectly mobile situation (i.e. none

of the diagonal values in the transition probability matrix ‘ p;’ equals 1 or 0, the

value of ‘J” will be {1 - (1/k)}) and extremely mobile situation (i.e., none of the
diagonal values in the transition probability matrix ‘ p; > equals 0, the value of *J* will

be 1). We now present the results on measure of dynamic mobility for changes in
three states viz., employed, unemployed and out of labour force based on the
application of proposed dynamic measure (J) along with the other measure of
mobility viz., Joshi and Singh’s (1977) entropy based measure (D).

2. Data Used

The National Sample Survey (NSS) has been conducting sample surveys on labour
force (employment, unemployment together) in rural and urban areas of India since
early fifties i.e.1954-1955 (9" round). The surveys with large sample size of
households have been conducted quinquennial from the 27th round (October 1972 -
September 1973) onwards. The NSS 68th round carried out during July 2011-June

2012 was the ninth quinquennial round in the series. The concepts and definitions
3



used in the survey are stabilised and are available in the instructions to field staff
vol.2, reports on employment unemployment and Golden Jubilee publication of
NSSO (2001). A brief note on the same has been presented in Annex-A.

The findings of these surveys have been used for planning, policy formulation and
decision support and as input for further statistical exercises by various Government
organisations at the National and State levels, academicians, researchers and scholars.
Now, Quarterly Reports based on Periodic Labour Force Survey (PLFS) conducted
from July 2017 and onwards are being released by National Statistical Office (NSO),
Ministry of Statistics and Programme Implementation, Government of India. These
reports have generated a lot of interest and attention because of the high rates of
unemployment and the low rates of WPR that were reported. However, the estimated
parameters presented in these reports from the point of inter temporal comparison are
under criticism and debate among the scholars and media on varied grounds.
Important among them include Kundu and Mohanan (2019). As the comparability of
the PLFS with the past NSSO surveys remains a contested issue, we have presented
our analysis based on data available from large scale periodical sample surveys on
employment un-employment. Database is published reports of 43™ round (1987-1988)
and onwards by the then National Sample Survey (NSS) office. The sample size has
been presented in Annex-B.

The data used for working out statistical dimension of dynamic mobility has been
computed using per 1000 distribution of persons by current weekly activity (reference
period last 7 days) for each usual activity (reference period last 365 days). Persons
involved in subsidiary economic activity are categorised as not working in the
principal usual activity status. Based on this, transition probabilities p; were

calculated for three states employed unemployed and out of the labour force and
presented in Annex-C.



3. Analysis of Data

The two measures of mobility in activity status viz., J and D stated above have been
presented in Table 1 for the rural and urban sectors separately for males, females at all
India level. It provides mobility in activity status of persons from usual activity status
(reference period of last 365 days) to current weekly activity status (reference period
of last 7 days) for selected periods (NSS rounds).

Table 1: Gender Specific Sectoral Measures of Mobility (J and D) from usual
Activity Status to Current Weekly Activity Status for Selected Periods (NSS Rounds)
at All India Level in the Rural and Urban Sector

Rural
Mobility Measures J Index D Index
NSS Round(Period) Male Female Male Female
1) (2) ®3) (4) ()
43 (July 1987- June 1988) 0.051 0.227 0.285 0.422
50 (July 1993- June 1994) 0.032 0.141 0.203 0.395
55 (July 1999- June 2000) 0.032 0.118 0.218 0.370
61 (July 2004- June 2005) 0.026 0.133 0.181 0.454
66 (July 2009- June 2010) 0.019 0.107 0.134 0.327
68 (July 2011- June 2012) 0.019 0.121 0.132 0.346
Urban
43 (July 1987- June 1988) 0.024 0.165 0.178 0.432
50 (July 1993- June 1994) 0.018 0.082 0.139 0.259
55 (July 1999- June 2000) 0.019 0.077 0.135 0.291
61 (July 2004- June 2005) 0.014 0.065 0.124 0.285
66 (July 2009- June 2010) 0.011 0.045 0.111 0.216
68 (July 2011- June 2012) 0.009 0.040 0.079 0.174

The above table reveals that there are gender differences, sectoral differences and
intertemporal differences for mobility in activity status.



4. Gender Differences in Measures of Mobility (J and D)

Sector specific mobility measures J and D for sex ratio presented in Table 2 reveal
that the sex ratio is in favour of females. It has increased over time in both the rural
and urban sectors. However, their statistical dimensions are wide.

Table 2: Sector Specific Measures of Mobility Ratio (Female/Male)

NSS Round (Period) Mobility Mobility Ratio (Female/Male)
Ratio based on D Index
(Female/Male)
based on J
Index
Rural Urban Rural Urban
J Index JIndex | DIndex | D Index
1) ) 3 (4) ®)
43 (July 1987- June 1988) 4.476 7.014 1.482 2.425
50 (July 1993- June 1994) 4.391 4.444 1.952 1.858
55 (July 1999- June 2000) 3.714 4.098 1.694 2.157
61 (July 2004- June 2005) 5.165 4.611 2.504 2.297
66 (July 2009- June 2010) 5.552 4.032 2.443 1.942
68 (July 2011- June 2012) 6.462 4,513 2.615 2.211

The maximum mobility based on J measure in the rural sector was 6.462 in the year
2011- 2012 (68™ Rd.) and the minimum mobility based on J measure was 3.714 in the
year 1999-2000 (55" Rd.). However, in the urban sector, the maximum mobility
based on J measure was 7.014 in the year 1987-1988 (43™ Rd.) and the minimum
mobility based on J measure was 4.032 in the year 2009-2010 (66" Rd.). The scenario
is slightly different for D measure. The maximum mobility based on D measure in the
rural sector was 2.615 in the year 2011-2012 and the minimum mobility based on D
measure was 1.482 in 1987-1988. In the urban sector, the maximum mobility based
on D measure was 2.425 in the year 1987-1988 (43" Rd.) and, the minimum mobility
based on D measure was 1.858 in the year 1993-1994. Mobility rose in 2011-2012
compared to 2009-2010 in rural and urban sector as shown by both the measures J
and D. The rise was more in urban sector compared to rural sector.



5. Sectoral Differences in Measures of Mobility (J and D)

Sectoral differences in measures of mobility J and D presented in Table 3 shows that
over time, mobility in females is higher compared to mobility in males in the selected
periods.

Table 3: Sectoral Difference in Measures of Mobility for Males and Females over
Time

Mobility Measures J Index D Index
NSS Round(Period) Male Female Male Female
(1) (@) 3) (4) ()

43 (July 1987- June 1988) -0.027 -0.062 -0.107 0.010
50 (July 1993- June 1994) -0.014 -0.059 -0.063 -0.136
55 (July 1999- June 2000) -0.013 -0.042 -0.084 -0.079
61 (July 2004- June 2005) -0.012 -0.068 -0.057 -0.168
66 (July 2009- June 2010) -0.008 -0.062 -0.023 -0.112
68 (July 2011- June 2012) -0.010 -0.081 -0.054 -0.173

Negative signs in the above table show that over time, mobility for males in urban
sector is less compared to rural sector as well as for females as shown by both the
measures J and D. For looking changes in mobility measure, relevant normalized
results i.e. with base value separately for males and females have also been presented
in following tables. Table 4 presents sectoral difference normalized with base value of
measures of mobility i.e. (Urban-Rural)/Rural for males and females over time.

Table 4: Sectoral Difference Normalized with Base value of Measures of Mobility for
Males and Females over Time in Percent

Normalized Sectoral Difference (Urban-Rural)/Rural
Mobility Measures J Index D Index
Round Male Female Male Female
O @ © @ ©)

1987-1988 (43) -0.536 -0.273 -0.374 0.024
1993-1994 (50) -0.427 -0.420 -0.312 -0.345
1999-2000 (55) -0.414 -0.353 -0.383 -0.215
2004-2005 (61) -0.451 -0.510 -0.314 -0.371
2009-2010 ( 66) -0.423 -0.581 -0.171 -0.341
2011-2012 ( 68) -0.526 -0.669 -0.406 -0.498

It depicts that the maximum sectoral difference normalized with base value for J
measure is 52.6% in the year 2011-2012 for males and 66.9% for females in the year
7



2011-2012. The maximum difference based on D measure was 40.6% for males and
49.8 percent for females in the same year i.e., year 2011-2012, D measure for male was
lowest 17.1%. The minimum difference for J measure was 41.4 percent for males and
35.3 percent for females in the year 1999-2000. In the same year, D measure for
normalized sectoral difference was 38.3 percent for males and 21.5 percent for females.

6. Temporal change for mobility measures (J and D)

Inter temporal change in mobility measures J and D for males and females, in the rural
and urban sector has been presented in Table 5.

Table 5: Inter Temporal Change in Mobility Measures J and D for Males and Females
in the Rural and Urban Sector in India

Rural Urban
Period: Mobility Measure Mobility Measure
Between J Index D Index J Index D Index
Male | Female| Male | Female| Male | Female| Male | Female

1) (2 3 4 ) (6) (M 8 )
1987-1988

and
1993-1994 | -1.865 | -8.621 | -8.250 | -2.704 | -0.516 | -8.333 | -3.889 | -17.334
1993-1994

and
1999-2000 | -0.017 | -2.227 | 1.590 | -2.529 | 0.033 | -0.500 | -0.472 | 3.149
1999-2000

and
2004-2005 | -0.602 | 1.510 | -3.723 | 8.379 | -0.450 | -1.118 | -1.046 | -0.508
2004-2005

and
2009-2010 | -0.648 | -2.600 | -4.734 |-12.674 | -0.301 | -2.032 | -1.327 | -6.991
2009-2010

and
2011-2012 | -0.068 | 1.317 | -0.139 | 1.941 | -0.233 | -0.513 | -3.231 | -4.164

In the above table, J measures of mobility showing inter temporal changes in the rural
sector for males depicts fall between 2009-2010 and 2011-2012 for males. In between
2004-2005 and 2009-2010, mobility measure for females rose in the same period.
However, decline in D measure of mobility was highest in between 1987-1988 and
1993-1994 for males. For females, the highest decline was between 2004-2005 and
2009-2010 compared to 2009-2010 and 2011-2012. In the urban sector, the maximum
decline in D and J measure of mobility for males as well as females was
between1987-1988 and 1993-1994. The minimum mobility for males was between
1993-1994 and 1999-2000. For females, minimum mobility was seen between 1999-

8



2000 and 2004-2005. The maximum value of J measure of mobility was also between
1987-1988 and 1993-1994 for males as well as for females. The minimum mobility
for males was between 2009-2010 and 2011-2012 and for females between 2004-
2005 and 2009-2010. Inter temporal sectoral difference and normalised inter temporal
difference in measures of mobility has been presented in Table 6.

Table 6: Inter Temporal Sectoral Difference and Normalised Inter Temporal
Difference in Measures of Mobility Separately for Males and Females

Mobility
Measures

Inter Temporal Sectoral

Difference

Normalised Inter Temporal

Sectoral Difference

J Index

D Index

J Index

D Index

Round

Male

Female

Male

Female

Male

Female

Male

Female

)

@)

®3)

(4)

Q)

(6)

)

(8)

©)

1987-1988
and
1993-1994

0.013

0.003

0.044

-0.146

0.109

-0.147

0.063

-0.368

1993-1994
and
1999-2000

0.000

0.017

-0.021

0.057

0.013

0.067

-0.072

0.130

1999-2000
and
2004-2005

0.002

-0.026

0.027

-0.089

-0.038

-0.157

0.069

-0.156

2004-2005
and
2009-2010

0.003

0.006

0.034

0.057

0.029

-0.071

0.143

0.030

2009-2010
and
2011-2012

0.002 | -0.

018 | -0.031

-0.061

-0.104

-0.088

-0.235

-0.157

Here, the negative sign shows improvement in Inter temporal sectoral difference.
Accordingly, both the measures J and D show improvement for males and females in
regard to inter temporal sectoral difference between 2009-2010 and 2011-2012.
Further there is fall in J measure and D measure for males and females in the year

2009-2010 in regard to normalised intertemporal difference.




7. Average Annual Change in Measures of Mobility
Annual changes in mobility measure normalised for length of time have been
presented in Table 7.

Table 7: Annual Change in Measures of Mobility Normalised with Base value
Separately for Males and Females in the Rural and Urban Sector of India

Rural : Measures of Mobility
Male | Female Male Female
Period : Between JIndex | JIndex | D Index D Index
1) (2 3 4 ®)
1987-1988 and 1993-1994 -0.311 | -1.437 -1.375 -0.451
1993-1994 and 1999-2000 | -0.003 | -0.371 0.265 -0.422
1999-2000 and 2004-2005 | -0.120 | 0.302 -0.745 1.676
2004-2005 and 2009-2010 | -0.130 | -0.520 -0.947 -2.535
2009-2010 and 2011-2012 | -0.034 | 0.658 -0.069 0.971
Urban : Measures of Mobility
1987-1988 and 1993-1994 | -0.086 | -1.389 -0.648 -2.889
1993-1994 and 1999-2000 | 0.005 | -0.083 -0.079 0.525
1999-2000 and 2004-2005 | -0.090 | -0.224 -0.209 -0.102
2004-2005 and 2009-2010 | -0.060 | -0.406 -0.265 -1.398
2009-2010 and 2011-2012 | -0.116 | -0.257 -1.616 -2.082

Here also the negative figure for J and D measure separately for males and females
shows improvement in mobility maximum improvement depicted by J measure was
13.0% for males in rural sector between 2004-2005 and 2009-2010 and 11.6% in the
urban sector. However for females, it was 30.2% between 1999-2000 and 2004-2005.
Further the J measure of mobility for males in the year 2011-12 was less compared to
2009-2010 but for females, the scenario is opposite. D measure shows mobility for
males in the year 2011-2012 was less compared to 2009-2010 and was much less for
females.
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Annex-A
Important Concepts

National Sample Survey on employment unemployment follows clearly defined
stabilized concepts given in instructions to field staff VVol.1 as well as in NSS reports
on employment unemployment. They are also available in Golden Jubilee publication
(2001) of NSSO entitled “Concepts and definitions used in NSS.” Section 4, pp. 38-
55. Accordingly, employed are those who work for pay, profit, or family work by
gainful activities, i.e. activities which add value to national product. Unemployed are
those who are not employed but seeking or available for work. Labour Force means
employed and unemployed together. Thus, those who are neither working nor
available for work are not in the Labour Force. Further details on the status of activity
on which a person spent relatively longer time of the preceding 365 days prior to the
date of survey was considered the principal usual activity status (PUS) of the person.
A person who pursued in a subsidiary capacity some gainful activity as well along
with their principal usual activity (non-gainful) was considered to be usually working
in a subsidiary capacity (SUS). Combinations of these two groups constitute all
workers in usual status (US). The current weekly status (CWS) of the labour force
rests on a longer time of the preceding 7 days prior to the date of survey. The detailed
activity statuses under each of the three broad activity statuses (viz., ‘employed’,
‘unemployed’ and ‘not in labour force’) and the corresponding codes used in the
survey are as under:

Code Description

Working (or employed)

Self-employed

11 worked in household enterprises (self-employed) as own-account worker

12 worked in household enterprises (self-employed) as an employer

21 worked in household enterprises (self-employed) as helper

Regular wage/ salaried employee

31 worked as regular wage/salaried employee

Casual labour

41 worked as casual labour in public works other than MGNREG public works

42 worked as casual labour in Mahatma Gandhi NREG public works

51 worked as casual labour in other types of works

61 did not work owing to sickness though there was work in household enterprise

62 did not work owing to other reasons though there was work in household
enterprise

71 did not work owing to sickness but had regular salaried/wage employment

72 did not work owing to other reasons but had regular salaried/wage employment

Not working but seeking/available for work (or unemployed)

11




81 sought work or did not seek but was available for work (for usual status approach)

81 sought work (for current weekly status approach)

82 did not seek but was available for work (for current weekly status approach)

Neither working nor available for work (or not in labour force)

91 attended educational institutions

92 attended to domestic duties as only

93 attended to domestic duties and was also engaged in free collection of goods
(vegetables,

Roots, firewood, cattle feed, etc.), sewing, tailoring, weaving, etc. for household use

94 rentiers, pensioners, remittance recipients, etc.

95 not able to work owing to disability

97 others (including beggars, prostitutes, etc.)

98 did not work owing to sickness (for casual workers only)

99 children of age 0-4 years

Annex B
Sample Size at the all India Level in Selected Years (Rounds) — Labour Force
Survey

Period (Round) Rural Urban
M F P M F P
1987-1988 (43"Rd.) | 230671 | 218330 | 449001 | 114590 | 104257 | 218847
1993-1994 (50™Rd.) | 183464 | 172825 | 356351 | 109067 | 99283 | 208389
1999- 2000(55"Rd.) | 261081 | 248698 | 509779 | 161136 | 148098 | 309234
2004- 2005 (61"Rd.) | 203315 | 194710 | 398025 | 105312 | 99495 | 204808
2009- 2010 (66™Rd.) | 144249 | 137078 | 281327 | 92234 | 86223 | 178457
2011- 2012 (68™Rd.) | 143076 | 137687 | 398025 | 90728 | 85508 | 176236
Note: M-Male, F-Female and P-Persons
Annex-C
Gender Specific Mobility Matrix in the Rural Sector
Usual 43 R-M Usual 43 R-F
Status | Current Weekly Status | Status Current Weekly Status
E UE OLF E UE OLF
E 0.931 0.023 0.046 E 0.675 0.008 0.317
UE 0.049 0.919 0.032 UE 0.007 0.925 0.068
OLF | 0.004 0.000 0.996 | OLF | 0.002 0.000 0.998
50 R-M 50 RF
E 0.957 0.015 0.028 E 0.807 0.014 0.179
UE 0.030 0.948 0.022 UE 0.008 0.905 0.087
OLF | 0.003 0.001 0.996 | OLF | 0.004 0.002 0.994
55R-M 55R-F
E 0.956 0.022 0.022 E 0.831 0.021 0.148
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UE 0.046 0.940 0.014 UE 0.016 0.928 0.056

OLF | 0.005 0.001 0.994 | OLF | 0.006 0.001 0.993
61 R-M 61 R-F

E 0.957 0.022 | 0.021 E 0.833 0.020 0.147

UE 0.024 0.960 | 0.016 UE 0.011 0.821 0.168

OLF 0.002 0.001 | 0997 | OLF | 0.003 0.001 0.996
66 R -M 66 R -F

E 0.968 | 0.015 | 0.017 E 0.847 0.015 0.138

UE 0.009 | 0976 | 0.015 UE 0.003 0.932 0.065

OLF 0.002 | 0.001 | 0.997 OLF | 0.002 0.001 0.997
68 R-M 66 R -F

E 0.967 | 0.016 | 0.017 E 0.828 0.014 0.158

UE 0.010 | 0976 | 0.014 UE 0.008 0.931 0.061

OLF 0.001 | 0.000 | 0.999 OLF | 0.002 0.000 0.998

Note: R-M-Rural Male, R-F-Rural Female, E-Employment, UE-Unemployment, OLF-Out of Labour Force.

Gender Specific Mobility Matrix in the Urban Sector

Usual 43 U-M Usual 43 U-F
Status Current Weekly Status Status Current Weekly Status
E UE OLF E UE OLF
E 0.967 0.017 0.016 E 0.768 0.017 0.215
UE 0.028 0.953 0.019 UE 0.017 0.897 0.086
OLF 0.003 0.001 0.996 OLF 0.002 0.001 0.997
50U M 50U F
E 0.977 0.011 0.012 E 0.884 0.009 0.107
UE 0.014 0.967 0.019 UE 0.005 0.958 0.037
OLF 0.004 0.002 0.994 OLF 0.002 0.002 0.996
U55M US5F
E 0.977 0.011 0.012 E 0.900 0.009 0.091
UE 0.014 0.972 0.014 UE 0.011 0.927 0.062
OLF 0.006 0.001 0.993 OLF 0.003 0.001 0.996
U6l M U61F
E 0.977 0.014 0.009 E 0.914 0.015 0.071
UE 0.014 0.971 0.015 UE 0.005 0.913 0.082
OLF 0.001 0.002 0.997 OLF 0.001 0.002 0.997
U66M U66F
E 0.986 0.008 0.006 E 0.939 0.011 0.050
UE 0.014 0.966 0.020 UE 0.006 0.946 0.048
OLF 0.000 0.001 0.999 OLF 0.001 0.001 0.998
u68M U68F
E 0.986 0.008 0.006 E 0.940 0.010 0.050
UE 0.006 0.985 0.009 UE 0.009 0.972 0.019
OLF 0.001 0.002 0.997 | OLF 0.000 0.001 0.999

Note: U-M-Urban Male, U-F-Urban Female, E-Employment, UE-Unemployment, OLF-Out of Labour Force.
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Abstract

Aiming towards Universal health coverage has been one of the agendas envisaged in the
12" five year plan. In this backdrop, the Central Government has commenced various
health insurance programmes to improve the coverage across the country and take on the
astounding state of healthcare. The Union Cabinet announced Ayushman Bharat recently.
With the exception of 3 states, all other states and union territories have entered into the
MoU with the Government to implement the scheme.

In this context, this paper intends to study the previous insurance coverage schemes
launched by the Government of India using the NSS Data. Using nationally
representative NSSO data at the individual level, for the period 2004 to 2014, it provides
a linkage of the existing insurance schemes on the twin aspects of access to health care
services i.e. affect on health care demand and financial protection. The 71%round of
NSSO (2014) is the first comprehensive survey conducted post the launch of various
health schemes initiated by the Government. The health seeking behaviour shows a
positive trend in reporting ailments with a rise in hospitalization among rural females.
The effect of insurance schemes is visible through higher probability of being
hospitalized in the presence of insurance. Utilization of private care is higher among
those covered by insurance programmes. However, expenditures do not reflect a drop,
which presents the restricted impact.
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1. Introduction

Health status of individuals in a country is linked to the economic growth of a nation, as
it relates to the livelihood generating capacity of an individual. Given its importance, it is
included in the Sustainable Development Goals (SDG-3). The Draft National Health
Policy (DNHP) 2015 highlighted the linkage between economic growth and health
condition of individuals. It aimed to increase public expenditure on health to 2.5 percent
of the GDP and reach higher levels of achievable health levels.

The significance of a comprehensive healthcare system was realized 38 years back when
India’s first National Health Policy (NHP, 1983) was introduced. It envisaged provision
of comprehensive Primary Health Care Centres (PHC), along with community
participation. Following this, NHP 2002 gave out goals of eliminating various diseases
like polio, leprosy etc. and increasing expenditure in public health infrastructure.

The NHP 2017 had been the third health policy of India, to provide direction to the
healthcare system in the country. The huge development of health industry accompanied
by high out of pocket expenditures, leading householdsto poverty, are the major issues
which the NHP 2017 considered. It aimed to provide Universal Health Coverage (UHC)
to all following the principles of equity, affordability and universality. Emerging as a
pathway to better health care in the country, it placed emphasis on increasing the
expenditure on health to 2.5 percent of the GDP; given that allocation on healthcare in the
central budget is representing a decline. The idea of UHC is to provide health assurance
to all and making healthcare an entitled provision.

In 2018, the government announced the Ayushman Bharat Scheme to achieve UHC. It
involves two sections; first involves setting up of health and wellness centres and the
second relates to the insurance scheme ‘Pradhan Mantri Jan Arogya Yojana’ (PMJAY). It
aims to cover 10 crores poor and vulnerable households (approximately 50 crores
individuals) by making a provision of 5 lakh rupees per household for secondary and
tertiary care. The scheme would subsume the ongoing RashtriyaSwasthyaBimaYojana,
programme operational since 2008 and aims to expedite the process towards achieving
UHC and SDG 3. The scheme is being implemented in all states and union territories,
barring Delhi, Odisha and Telangana. West Bengal has also recently (January 2019)
opted out of the scheme. The government funded health insurance programme involves
first purchase of insurance from health insurance companies and consequently, purchase
of healthcare services from public and private providers.

1.1 Health Care Access and Expenses in India

In India, the health care expenses per capita (current USD) have increased from 27$ in
2004 to 75$ in 2014 (World Bank Database)*. This is attributed to the rising costs in the
health care industry due to the rapid influx of technology and growth of the private
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sector. DNHP 2015 reports this compounded average growth rate (CAGR) to be 15
percent, which is twice the rate of growth of all other services. The data by National
Health Accounts 2013-2014 shows that India’s spending on health care is mere 4.02
percent of the GDP, of which the government health expenditure is 1.15 percent of the
GDP. Individual households bear 69.1 percent of the current expenditure as out of pocket
expenditure (OOP)%

High expenses on healthcare works have been an obstacle to attempt to reduce poverty by
reducing the disposable income of the poor households (NHP 2015). Healthcare expenses
now are considered one of the major triggers of impoverishment in developing countries
but also elsewhere (Van Doorslaer et al. 2006).

The low spending by the states is seen as a reason for high out of pocket expenses by the
individual’s. Recognizing the importance of government intervention in health care,
National Health Policy 2017 propounded equity, affordability and universality as its three
main components. The policy emerges as a pathway for Universal Health Coverage.
Acting upon the condition of high expenses and poor health indicators, the policymakers
have also initiated various health care programs.

1.2 Health Care Provision Models

Worldwide there are two economic models being followed to provide health care
services. The first is a pure public health care system providing services at no cost to all
citizens. The private sector could pitch in to fill any gaps, which the public health
infrastructure is not able to fulfil. The public infrastructure setup suffers from the
problems of long queues; lack of proper infrastructure, absenteeism etc. and its utilization
has remained low for the treatment of chronic diseases across states.

The second model is delivery of ‘defined services’ by any health care provider
(regardless of being public or private) with a fee being charged. This fee would be then
paid for by the government instituted insurance schemes. The Ayushman Bharat Scheme
is a version of the second model. The programme involves two components; the first is
purchase of insurance from health insurance companies and the second involves purchase
of health care services from public and private health care providers. The insurance
financing provision is associated with a market failure, preventing a competitive
outcome. Sujatha Rao (2004) stresses that the priority being given to insurance in health
can be attributed to the idea of increasing the demand for private and corporate hospitals,
so that their returns can be maximized.

India is moving towards the second version through the PMJAY scheme. There is an
emphasis on insurance based financing and dilution for tax based insurance. The
coverage of health insurance in India has gone up from 45.9 million individuals in 2004-
2005 to 296.8 million individuals in 2009-2010 (Ravi and Bergkvist 2015). The public
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health insurance schemes have increased enrolment, but their purpose is justified if they
contribute to reduction in the out of pocket expenditures of the households. Financial
protection in terms of insurance coverage remains low. Despite a large number of
insurance based schemes at the state and central level, the coverage remains weak and
fragmented. Traditional schemes like Central Government Health Scheme (CGHS) and
Employee State Insurance Scheme (ESIS) cover only a handful of formal sector workers.
Other insurance schemes provide coverage for hospitalization but not for outpatient
services and medicines. High frequency-low cost outpatient treatments lead to drip-by-
drip expenses on medicines which collectively lead to high out of pocket expenditures.

The rolling out of insurance schemes by the government needs to be reviewed since they
are mainly focused on inpatient care while it has been found that the overall financial
burden and aggregate impoverishing effect is higher in the care of non-hospitalized
treatment. This paper thus, evaluates the healthcare schemes already in operation namely
RSBY and the state insurance schemes using NSS Data (60" and 71% Round). First a
comprehensive literature review is done followed by empirical work using disaggregated
NSS Data. A binary response model brings out the relationship between health care and
health insurance demand (how does presence of insurance affect access to
hospitalization) and a pooled OLS is run to estimate the effect of insurance schemes on
out of pocket expenditures (capturing the outcome of insurance implementation).

2. Literature Review

In India, households are contributing 71.13 percent of the total health care expenditures,
forcing them to remain stuck in poverty. If health care expenses are reduced, households
could increase their non-medical expenses which would improve their standard of living
(as these expenses are considered synonymous with household welfare) (Berman et al.
2010). High OOP is also present due to private provisioning of health care for profit
motive. It is regarded as a regressive form of financing healthcare (Sengupta et al. 2017).
OOP has led 39 million people in India to go below poverty line in 2004-2005 and more
than 80 percent of OOP is shared by the private sector (Selvaraj and Karan 2009).

Based on a comparison across income quintiles, Gupta and Trivedi (2005) report that it is
the poor individuals who do not seek care when they are ill. Only 9 percent among the
rich (highest quintile) and as high as 24 percent among the poor (lowest quintile) do not
use health care services when sick. Women in higher income groups (richest quintile)
were 6 times more likely to use institutional delivery systems than those in lower income
quintiles. Utilization of health care services presents inequality by caste as well. The
immunization rates coverage for Scheduled Tribe and Scheduled Caste has been 31.3
percent and 39.7 percent (2005-2006) while for other castes it’s 53.8 percent. The burden
of healthcare is higher for people in rural areas and expenses on medicines contribute as
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the biggest burden, further exacerbated by the inefficient controls on prices of medicines
(Balarajan et al. 2011).

Inequality across Indian states in the service delivery in public hospitals and healthcare
financing is shown by Balarajan et al. (2011) using 3 rounds of NFHS data. They report
that expenditure on public health per person varies among states ranging from Rs. 93 in
Bihar to Rs. 630 in Himachal Pradesh, almost seven times higher (2004-2005). The
country’s average is found to be Rs. 268 (Balarajan et al. 2011, Kumar et al. 2011).
Measuring inequality by per capita expenditure across states, the coefficient of variation
has increased from 0.19 to 0.26 between 1993 and 2008 (Rao and Choudhury 2012). The
inter-state inequality is evident by the large gap between the spending on health care and
the required amount to be spent. There is a need to increase the transfers of Central
Government to lacking states to “offset their fiscal disabilities” (Choudhury 2014). The
differences in health expenditures across states reveal that southern states are better off
than northern states.

The enrolment under the health insurance schemes is higher in better off villages where
there is lesser number of BPL families. Insurance (RSBY) is positively related to availing
of private care facilities with Bihar, Madhya Pradesh and Rajasthan reporting 100
percent enrolment in private care (Prinja et. al. 2017). Having insurance is positively
related to demanding hospitalization care (Ravi et al. 2016).

The impact of health insurance schemes has been tested by Hooda (2015) using NSS data
for 60™ and 68™ rounds using a case control approach. To finance 40 percent of the
hospitalization cases, the major sources of finance were found to be income/savings (48
percent), followed by borrowing (33 percent) and help from friends (12 percent), in 2004-
2005. Health Insurance (HI) coverage provided reimbursement for 4.1 percent of the total
spending. The health insurance initiatives of the government have been successful to
increase the access to hospitals for inpatient care, however they have majorly failed to
reduce the costs associated with it (mean hospitalization cost).

Oxfam (2011) report highlights a similar failure of health insurance. Using a primary
survey data of 5 states, it was reported that where there was presence of insurance, the
OOP expenditures of the households increased twofold (during 2004-2010). Tamil Nadu
had the highest increase in OOP, despite it being lauded for a good public health care
system. It is pointed out that, for the poorest households, the need is to provide a network
of healthcare facilities rather than enrolment under any health insurance scheme (Hooda
2015).

Selvaraj and Karan (2012) do an impact evaluation of the various health insurance
schemes launched post 2003, in reducing the financial risk of households using the
consumer expenditure survey (CES) of NSS 2004-2005 and 2009-2010. Using a pre and
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post insurance approach, they divide the districts as intervention districts and non-
intervention districts. A decline in the share of household expenditures on health is seen
in 2009-2010 owing to a fall in outpatient expenditures. They have been falling in both
covered and non-covered districts. Inpatient expenses have increased, as a share of total
household expenditure. The breakup of OOP expenses shows that one-third of the OOP
expenses are on hospitalization while the remaining are outpatient and expenses on
medicines. Per capita OOP expenses have increased over the 5 years, along with the
number of households incurring catastrophic expenditures (specifically those with
hospitalization cases). The insurance schemes mainly provide coverage for
hospitalizations.

Breaking down the impact of insurance schemes it is shown that health care expenses
have been on rise in the districts covered by insurance schemes. Districts covered under
RSBY have a higher percentage of households reporting catastrophic expenses. Analysis
across income quintile groups reveals that lower income groups in covered districts have
had a rise in the number of households reporting catastrophic expenditures.

With the CES of NSS, the authors show that the publicly funded health insurance
schemes have failed to deliver protection to households from financial risks. They report
that the provision of healthcare has been turned into another poverty reduction
programme. The insurance schemes do not focus on primary care facilities. There is
mushrooming of the private sector and the insurance schemes have acted like an ‘open
ended cheque’ by the government to the private care centres. Government has abandoned
its own role of providing health care to all.

The failure of government health insurance schemes is also indicated by Ravi and
Bergkvist (2015) conducting an impact analysis of various health insurance schemes.
Similar to Selvaraj and Karan (2012), they use difference in different methodology to
study the impact of insurance schemes. Using CES of NSS, they analyse the impact on
household expenses, on changes in the access to healthcare services. Three indicators,
namely OOP impoverishment; household’s consumption net of health care expenditures
goes below poverty line, catastrophic health expenditures; health spending relative to
household’s own aggregate consumption expenditure and poverty gap index; average
distance from the poverty line are studied in the districts where the schemes were
implemented and have existed for at least a year.

There has been a fall in the impoverishment suffered by households on account of health
care expenses. Catastrophic headcount has gone up for hospitalization cases and stayed
high even after a year. Overall, using regression analysis they report a failure of
Government health insurance schemes in providing financial assurance.
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With the NSS data of 60" and 71% round, Ravi et al. (2016) bring out the impact of
various Government sponsored health insurance schemes. Being insured increased the
probability of being hospitalized (17 percent in government care and 8 percent in private
care). However, the costs associated with hospitalization have been on a rise, falling
majorly as an OOP expense on the households. Inpatient expenditures visibly increased
in the last decade without much change in the outpatient expenses. Catastrophic health
expenses (as defined previously by Selvaraj and Karan 2012) have gone up noticeably.
Savings and income are found to be major sources of financing health care. These results
by the authors point towards the less than expected impact of insurance schemes on
reducing health care costs of individual households. Hospitalizations have gone up and
access to services has increased but in terms of costs, the situation is still bleak. However,
in terms of access to services there has been a positive impact. A positive effect of
Aarogyasri scheme on OOP expenditures is reported by Fan et al. (2012) by using CES
data of NSS.

3. Data and Methodology

To study the health care situation in India, NSSO data for the 60" (2004) and 71% (2014)
round is used for the analysis. All the analysis is done after taking into consideration the
appropriate NSS Multipliers. Merely 0.74 percent of individuals had insurance enrolment
in 2004 while in 2014, 12.32 percent of individuals had Government insurance.
Government insurance schemes in the data include the RSBY, state insurance schemes
and the premium CGHS and ESIS. In 2004, insurance was majorly among the highest
income quintile groups with 72 percent of those insured in the fifth income quintile. In
2014, the percentage is not skewed towards the highest income quintile, instead only
fairly equally distributed. Figures 1 & 2 below provide insurance enrolment in 2004 and
2014, disaggregated by MPCE Quintiles.

21



Figure 1: Insurance Enrolment by MPCE Quintile Classes in 2004 and 2014
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3.1 Methodology

A descriptive analysis of two rounds of NSS Data is first done followed by regression
analysis. The following regressions are estimated following Ravi et al. (2016):

1. Logistic regression of hospitalization (government and private) to analyse the
health seeking behaviour and insurance association at the individual level.
Pr(y, =1) = a, + o,Govt. Insurance + o; X, + ¢,

2. Pooled OLS regression (by appending the two rounds of NSS Data) to analyse the
insurance and OOP expenditures (for hospitalization only) association at the
household level, so as to capture the association of Government health insurance
with out of pocket expenditures. Following equation is estimated similar to Karan
et al. (2014) and Ravi et al. (2016):

log(y,) = B, + B, Govt. Insurance + 3, Year

+ /5, Govt. Insurance * MPCE Qunitile + 8, X, + &,

The log of out of pocket expenditures is taken to counter the high variability in the
dependent variable. Consequently, the number of observations is reduced since
households with zero out of pocket expenditures are dropped.

4. Results
4.1 Descriptive Analysis
4.1.1 Health Seeking Behaviour of Individuals

There has been an improvement in the health seeking pattern in 2014 where the number
of individuals failing to get treatment on medical advice has gone down. An increase of
about 3.70 percent (or 3.67 percentage points) from 2004 to 2014 in seeking treatment on
medical advice shows a positive trend. The improvement has been predominantly higher
in urban areas than rural areas. Union Territories and North-Eastern states have higher
improvement in urban areas.
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Figure 2: Percentage of People Seeking Treatment on Medical Advice
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Union Territories have higher percent of people seeking medical care than All-India
levels with Chandigarh having 100 percent of its ailing population seeking treatment in
2014. Further disaggregating treatment on medical advice at outpatient and inpatient
levels in 2014; the number is higher for inpatient treatment. Some of the North Eastern
states (Nagaland, Manipur, and Mizoram) and union territories (Chandigarh, Daman &
Diu, Lakshadweep, Pondicherry and A & N Islands) have 100 percent of the ailing
individuals availing medical advice for inpatient treatment.

The reason for not seeking medical care is attributed increasingly to ailment not
considered serious, rather than the expected financial constraint/expensive medical care.
In 2014, financial constraint acting as a block to access to health care has reduced, which
can be attributed to either higher income levels and hence the increased affordability for
access to health care facilities or Government/employer support in health care
expenditures by way of insurance or subsidized care.

For treatment of ailments, Government care facilities were utilized by 25.55 percent of
individuals in 2014 and 23.11 percent in 2004. An increase in utilization of government
care facilities by 2.44 percentage points over the decade is realized. However, private
doctors and hospitals still remain the key source for availing health care, with 75 percent
individuals still availing of private services in 2014. Moreover, this number is likely to be
underestimated because NSS data marks individuals seeking both Government and
private care to be utilizing Government care (Ravi et al. 2016).
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Individuals accessing outpatient care make use of private facilities far more than
individuals availing inpatient care. In 2014, 75 percent of outpatient care individuals
opted for private health care facilities while among the inpatient individuals, 67 percent
made use of private care facilities. Most of the national health insurance schemes provide
coverage for hospitalization, leaving out outpatient care which points to the difference in
utilization mentioned above.

Government health care facilities are not considered to be providing satisfactory quality
and hence there is reduced preference for it. Lack of faith in government facilities has led
citizens to approach private doctors and hospitals for medical care. The data cites
unsatisfactory government care facilities as the focal justification for not availing them
(42 percent in 2014; 48 percent in 2004). Long waiting (2014) and government health
care centres being too far (2004) have been other predominant reasons, besides poor
quality, which deter individuals from seeking Government care.

The health seeking pattern shows that individuals not taking treatment on medical advice
have reduced after 2004. Treatment without medical advice is higher for outpatient
ailments. Expensive medical care is less of a problem in 2014, while ailment not
considered serious is the primary reason for not seeking medical care. Utilization of
Government care facilities has increased but private care is still dominant in providing
health care (especially for outpatient care).

Further, disaggregating the health seeking behaviour at inpatient and outpatient levels it
is seen that the proportion of individuals hospitalized has increased over the years. Cases
of hospitalization are higher in urban areas than rural areas for the entire period although
the rate of increase is higher in rural areas. Across states, the percentage of people
hospitalized has been the highest in Kerala with higher inpatient treatment in rural areas
than in urban areas. This is followed by union territories namely Lakshadweep,
Pondicherry, and A & N Islands.

The spurt in growth is attributed to the significant increase in the number of females
hospitalized in 2014, especially in rural areas. 6 percent of females were hospitalized in
2014 vis-a-vis 3 percent of males. Females’ reporting of ailments (outpatient and
inpatient) had always been higher, but the access to hospitals has moved up significantly
only in 2014. Utilization by type of health care units shows that the primary burden of
inpatient care is borne by private care facilities; which have been accessed more
appreciably, than public health care units. This difference is observed higher in urban
areas, than in rural areas.
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Table 1: Type of Hospital Accessed for Hospitalization (2004-2014)

Type of Hospital 2014 2004
Public care 45.41 40.63
Private care 54.59 59.37

Total 100 100

Source: Author’s Calculation using NSS Data. Public Care includes HSC/ASHA/AWW,
PHC/Dispensary and Public Hospital for 2014. For 2004, Public Care includes Public Hospital and Public
Dispensary. Private Care implies Private Hospital.

Utilization of public health care facilities for inpatient care has increased by 5 percentage
points during the last decade (2004-2014), however; dominance of private care is still
there.

An inter-state analysis across years, albeit depicts a different scenario than all-India
figures. Hospitalization in public hospitals is higher for North Eastern states and some
union territories (A& N Islands, Chandigarh, and Lakshadweep), rather than aligning
with the all-India figures of higher private care access (1995, 2004 and 2014).

The utilization of private hospitals for inpatient care is also high due to the insurance
provision. Hospitalization frequency is higher among the insured individuals than those
without any insurance coverage over the 20 year period.

Table 2: Inpatient Care by Type of Hospitals for Insured Individuals

Type of Hospital 2014 2004
Public 43.74 32.61
Private 56.26 67.39

Source: Author’s Calculation using NSS Data

4.1.2 Health care expenses, Reimbursement and Burden of Health Care Services

The number of individuals enrolled under any health insurance programme (public or
private) has increased over the years (Figure 1& 2 above). Clearly, the Government
schemes are to be attributed for the manifold rise in insured individuals. Insurance
coverage has been higher in urban areas than rural areas across the three rounds of data.
Thus, the burden of health care on individuals has reduced over time as presented by the
increase in insurance coverage. States which have launched their own health insurance
schemes in addition to the national health insurance schemes have a higher number of
individuals covered presenting reduced burden on their citizens.

In 2014, the enrolment under insurance schemes can be further disaggregated as
government schemes and private or employer provided insurance. It is observed that
more than 80 percent of the insurance coverage is provided by government sponsored
health insurance schemes (All-India level). Among major states, Rajasthan (98.76),
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Orissa (92.7), Madhya Pradesh (96.18), combined Andhra Pradesh (96.97) and Goa
(99.48) have more than 90 percent of insurance coverage under government schemes.
Jammu & Kashmir, Haryana, Gujarat and Karnataka have higher percentage of enrolment
under private/employer sponsored insurance schemes in 2014 at 52.53 percent, 44.74
percent, 50.14 percent and 50.71 percent respectively.

The trends of medical expenditure must change due to increasing insurance provision.
The costs, however, also include a change in the level of prices over the years. Average
medical expenditures for inpatient care have been consistently higher in urban areas than
rural areas over the years and the difference has been increasing. The price index for
urban areas is higher than that of rural areas and some of the difference is explained by
that. The rising expenditures of health care may also be attributed to the increasing
insurance coverage. With their benefits of improving access to health care, insurance
schemes are also pointed out to be raising the costs of healthcare manifold (Hooda 2015).
Research by Oxfam (2011) also indicated that districts which had enrolees under any
insurance coverage have higher out of pocket expenses.

The major source of finance for hospitalization expenditures has been households’
savings and income with 73.85 percent of the individuals using it to handle expenses
(2014). 1t is surprising that though insurance provision has increased over the period, the
percentage of expenses being financed by income and savings has also increased. It was
53.71 percent in 2004. Income and savings have a greater role in urban areas vis-a-vis
rural areas.

Borrowing to finance hospitalization expenses is higher in rural areas than urban areas
across the 2 rounds of data. In 2014, 22 percent of individuals financed expenses by
borrowing in rural areas while 17 percent did in urban areas. Previously, the difference
was greater with borrowings in rural areas at 38 percent while in urban areas it is 23
percent in 2004. For outpatient expenses as well, household income and savings is the
major source of finance for individuals and the percentage of households is higher than
those for inpatient expenses. 71.23 percent and 89.6 percent of individuals financed their
outpatient expenses using their income and savings in 2004 and 2014 respectively.

Thus, provision of insurance (especially under publicly financed schemes) has increased
over the years with a considerable increase after 2014 presenting a possible reduction in
healthcare burden of individuals. Andhra Pradesh is the major state with 62 percent of its
population now covered by insurance. Expenditures for medical care have also gone up.
It is worth noting, that despite increase in insurance coverage, household savings and
income is still the primary source of financing healthcare expenditures.

The trends of health care utilization and provision, expenditures were analysed in this
section. It is seen that the burden of healthcare on savings and income of the households
has gone up, along with insurance coverage. There is also an increase in healthcare
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expenditures. It remains a question to seek as to what is determining the pull in different
directions in healthcare financing and reimbursement.

4.2 Regression Analysis

4.2.1 Hospitalization (Demand for Inpatient Care) and Insurance: Individual level

Insurance is expected to affect the demand for hospitalization or the health seeking
behaviour of individuals. Since insurance schemes are targeted towards hospitalization,
only demand for inpatient care was looked at.

A cross tabulation of insurance and type of hospitalization reveals that in 2004, the
insured individuals seeking hospitalization were similar in government and private care
with a slightly higher percentage in private care. However, in 2014 the percentage of
insured individuals accessing hospitalization in public care was higher than those who
accessed private care. Insurance schemes in 2014 are related to increased access to
government health care services.

Further, a logit model is used to analyse the probability of hospitalization with respect to
insurance status. Hospitalization is further divided into government and private
hospitalization. The data for 2014 allows a division for private and government insurance
as well.

The logistic regression for insurance status gives us the predicted probabilities of being
insured, conditional on the explanatory variables. The predicted probabilities are
interpreted following Torres-Reyna (2014). The predicted probability of being
hospitalized, with insurance as predictor, reveals that insurance increases the probability
of seeking healthcare. Probability of being hospitalized is higher among the insured
individuals vis-a-vis those not insured.

Table 3: Predicted Probability of being Hospitalized, Insurance as Predictor

Year Insured Not Insured Difference
2004 0.102 0.067 0.035
2014 0.146 0.120 0.026

Source: Author’s Calculation using NSS Data

Probability of being hospitalized among the insured rises in 2014. It is higher among the
insured vis-a-vis those not insured, across the decade.

The logit model is run with following independent variables besides the binary insurance
variable: Sector, Social Group, Religion, Sex, Age Category, MPCE Quintiles, Marital
Status, Occupation type (only in Round 60), Education Level and State Fixed Effects.
They are not reported here.
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Figure 3: Predicted Probability of Hospitalization in 2004 and 2014
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Table 4: Insurance and Hospitalization, 2004

T
insured

(1)
Hospitalization (2? . (?.’) .
VARIABLES loait Govt. Hospitalization | Pvt. Hospitalization
_g_ logit coefficients logit coefficients
coefficients
Govt. Insured=1 0.330*** 0.373*** -0.0251
(0.0599) (0.0980) (0.0853)
Odds Ratio 1.390*** 1.451%** 0.975
Observations 382,836 382,828 382,836

Source: Author’s Calculation using NSS Data.
Note: Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1 Model is run with State Fixed
effects, coefficients are not reported.



Table 5: Insurance and Hospitalization, 2014

1) 2) 3)
Variables Hospitalization Govt. Pvt.
logit Hospitalization | poqpitalization
coefficients | 09It Coefficients | 44t coefficients
Govt. Insured =1 0.126*** 0.258*** 0.0112
(0.0167) (0.0245) (0.0233)
Odds Ratio 1.133*** 1.294*** 1.011
Pvt. Insured = 1 0.113*** -0.339*** 0.168***
(0.0296) (0.0616) (0.0354)
Odds Ratio 1.119%** 0.712*** 1.183***
Observations 333,061 333,061 333,061

Source: Author’s Calculation using NSS Data

The results reported are logit coefficients. For analysing the differences in the
probabilities of categorical variables, odds ratio is used. Odds ratio gives a relative
measure of effect, enabling a comparison of the intervention category with the reference
category.

In 2004, similar to descriptive analysis, Government insurance was a significant variable
in Government hospitalization and total hospitalization. It is not a significant variable in
affecting private hospitalization. Being covered under government insurance increases
the odds of being hospitalized (in any type of care) by 40 percent compared to those who
are not insured. The odds increase to 45 percent in the case of Government
hospitalization. The odds of hospitalization increase with a rise in income levels. For
Government hospitalization, income quintile is not a significant variable. Presence of
Government insurance reduces the odds of being hospitalized in private care; the variable
is not significant though. Similar to total hospitalization, the odds for inpatient private
care are higher for those in higher income groups.

In 2014, the data allowed for bifurcation of Government and private insurance schemes.
The presence of Government insurance is related to increasing the probability of being
hospitalized in Government care while private insurance is negatively related to
hospitalization in Government hospitals. Both types of insurance are significantly
affecting the hospitalization behaviour among individuals. The odds of those having
Government insurance are 13 percent higher for hospitalization, than those not insured.
The percentage is 12 percent in the case of private insurance.

Government insurance increases the odds of being hospitalized in private care but is not a
significant variable in determining private hospitalization. Thus, the presence of
government insurance schemes raised the probability of accessing hospitals for inpatient
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care. By social group, it has increased the access to Government hospitalization for SC,
ST and OBC compared to other castes. Analysis by income quintiles reveals that the
highest income quintile has lower odds of being hospitalized in government care, and
monthly per capita expenditure (MPCE) is not significant for the highest income quintile.

Enrolment in private insurance schemes as compared to enrolment in government
insurance schemes increases the odds of being hospitalized in private care by 18 percent.

4.2.2 OOP Expenditure and Insurance: Household Level

The out of pocket expenditures for 2014 have been deflated to 2004 prices using the
Consumer Price Index for Industrial Workers (CPI-IW General). A comparison across
insurance categories brings out that among the insured, expenditures for hospitalization
have come down in 2014. This may be attributed to the fact that insurance schemes in
2014 include those households who are below the poverty line. Their lower expenditures
bring down the average out of pocket expenditures in 2014.

Figure 2: Average Out of Pocket Expense by MPCE Quintiles, 2014 (2004 prices) and
2004
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Table 6: Average OOP Expenditures (Rs.), for those Hospitalized (2004 prices)

2004 2014
MPCE Not MPCE Not
Quintile | Total Insured | Insured Quintile| Total Insured | Insured
1 5423.59 | 1763.86 |5426.46 1 3523.70 | 2713.10 | 3633.84
2 5739.07 | 4384.30 |5741.47 2 4174.29 | 3508.10 | 4271.25
3 6826.53 | 3214.71 | 6844.96 3 5197.64 | 5049.08 | 5222.93
4 8450.75 | 2829.16 | 8506.05 4 6251.46 | 5309.24 | 6446.06
13452.0
5 13431.37| 15299.78 |13373.55 5 12409.32 | 8039.09 |9
Sector Sector
Rural |7828.22 | 6217.74 | 7834.29 Rural 5670.38 | 5041.51 | 5786.94
Urban |11244.76 | 13191.66 | 11179.21 Urban | 912457 | 6643.96 | 9568.67
Social Group Social Group
Scheduled Scheduled
Tribe |4857.65 | 8808.04 | 4790.96 Tribe 4077.17 | 3022.88 | 4362.86
Scheduled Scheduled
Caste |6212.31 | 5269.63 | 6226.91 Caste 4673.24 | 4062.38 | 4789.48
OBC |8618.05 | 21449.03 | 8494.07 OBC 6778.05 | 5987.19 | 6936.40
Others |11238.24 | 8397.06 [11280.70 Others | 8915.38 | 7180.16 | 9147.26

Source: Author’s Calculation using NSS Data. Sample size is restricted to those who had expenses greater
than zero. OOP expenses are net of reimbursement.

A descriptive analysis of out of pocket expenditures presents lower expenditures in 2014.
In 2004, expenditures were higher in urban areas and those in the highest income quintile
among the insured vis-a-vis not insured individuals. In 2014, expenditures among the
insured are lower across all categories.

A gendered analysis presents OOP expenses to be higher for men than women, both
under insured and not insured category. Further, a pooled OLS is carried at the household

level data.

Table 7: Out of pocket Expenditure and Insurance Status, pooled OLS Regression at the

Household

Level

Variables

Pooled OLS, Log OOP

1)

year = 1(2014)
Sector = 2, Urban
Religion = 2, Islam

Religion = 3, Christianity
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-0.209%**
(0.0116)
-0.0936%**
(0.0122)
-0.163%
(0.0173)
0.0744%*




(0.0320)

Religion = 4, Sikhism 0.0856
(0.0548)
Religion = 5, Jainism 0.250**
(0.110)
Religion = 6, Buddhism -0.0506
(0.0642)
Religion = 7, Zoroastrianism 0.315
(0.294)
Religion = 9, others 0.156**
(0.0711)
Social group = 2, Scheduled Castes 0.199***
(0.0244)
Social group = 3, OBC 0.422***
(0.0226)
Social group = 9, Others 0.576***
(0.0230)
Govt. Insured HH =1 -0.175%**
(0.0544)
5 quintiles of HHexp = 2 0.266***
(0.0189)
5 quintiles of HHexp = 3 0.435***
(0.0202)
5 quintiles of HHexp = 4 0.661***
(0.0191)
5 quintiles of HHexp =5 1.087***
(0.0198)
1.gvinshh#2.HHexp5 0.0179
(0.0741)
1.gvinshh#3.HHexp5 0.0359
(0.0792)
1.gvinshh#4.HHexp5 -0.0915
(0.0734)
1.gvinshh#5.HHexp5 -0.272***
(0.0729)
Constant 7.107***
(0.0413)
Observations 71,562
R-squared 0.120

Source: Author’s Calculation using NSS Data. Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1.
Note: Model is run with State Fixed effects, coefficients are not reported.
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Households with government insurance have lower out of pocket expenditures by 17.5
percent and the variable is significant. A cursory interpretation can seem to represent a
positive effect of the Government insurance schemes. However, a further analysis of
interacting government insurance with income quintiles brings out that the reduction in
out of pocket expenditures is for the highest income quintiles. Compared to the lowest
income quintile, households in the highest income quintile with insurance have lower out
of pocket expenditures by 27.2 percent. Those in the fourth income quintile have lower
OOP by 9 percent.

Across the sector, OOP expenses have been lower in urban areas by 9.3 percent and
higher for other castes in the social group vis-a-vis those belonging to Scheduled Tribes.

This result points towards potential success of the CGHS, ESIS insurance schemes of the
government which are offered to formal sector employees having a certain threshold
income level (Rs 21,000 in case of ESIS). It may be an indicator of success of only the
elite comprehensive schemes like CGHS, ESIS, and armed forces insurance schemes
(sometimes known as social insurance schemes). Since expenditures of lower income
quintiles, among those insured, do not reflect a decline, success of the insurance scheme
for the poor i.e. RSBY is contentious.

The analysis of health care demand (i.e. access to hospitalization) and health care
expenditures together point towards the limited effect of insurance schemes. Those with
government insurance schemes are indeed accessing government hospitals more.
However, interaction of government insurance with household expenditure quintiles
brings out that among the insured, expenditures for lower income quintiles have been
increasing. Since OOP of government insurance holders in higher income quintiles are
lower, who are expected to be enrolled in the premium schemes like CGHS, ESIS it can
be inferred that the “schemes for the poor households is poor”.

5. Conclusion

This paper made an attempt to present the pre-Covid health scenario in India. Data
analysis using NSS unit level data studying the health seeking behaviour, morbidity
patterns, expenditures on utilization of healthcare services and the changes over the years
shows an improvement in health profile with decline in the proportion of ailing persons
reporting being ill. An increase in utilization of government care facilities is observed,
however, private care still dominates. Southern states have better utilization of healthcare
accompanied with higher coverage under insurance programmes as compared to northern
states. However, the pattern of better health indicators, higher utilization and coverage; is
also accompanied by the corresponding rise in the household savings and income as a
source of finance for managing healthcare expenses.
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The healthcare system with a mix of both routes (low cost health care and demand side
financing) has improved since 2004. There is increasing bias for investment in demand
side financing structure as presented by the plenty of insurance schemes introduced in the
past decade. However, to tread on the path of universal health coverage, the programmes
must have blanket coverage, so as to bring it all under its purview. Outpatient services are
not represented in practically most of the schemes which leaves individuals with partial
protection.

Econometric analysis reveals that presence of insurance is found to increase the access to
hospitals but is not significant in reducing the out of pocket expenditures of households.
The financial protection aspect of insurance schemes has been limited.

With these results, the demand side financing model of the Government must be
relooked. Government insurance has to be accompanied with an increase in the set up of
primary care units. In 2014, lack of proper medical facilities was more of an issue than
financial constraint in accessing hospitalization. Supply side impediments cannot be
ignored and revival of the public health care system is required. The insurance model can
be a supplementary mode to assist, wherever an adequate health care service network is
not developed.

A model of statutory health insurance, similar to that of Germany, gives a way forward if
the demand side financing structure is to be pursued. Providing insurance coverage to
only a few would only aggravate the situation of high costs of healthcare, as increased
demand for private care services under insurance schemes would raise the prices of
services. Also, with insurance it is recommended that standard treatment protocols should
be introduced.

Reviving public healthcare especially primary care is required. The disparity between
rural and urban areas in terms of health indicators are to be reduced and consequently,
cutting down on programmes like NHM must be reviewed.

The United Kingdom’s Health Protection Scheme has been lauded; for it entails
components of easy access, efficiency and reduced costs to patients. Covering the entire
population, releasing standard protocols and eliminating partial coverage under insurance
have been the fundamental elements of HPS. Following this, the National Commission of
Macroeconomics and Health had made an attempt by designing a standard health package
with estimated costs.

India can follow the UK’s example and develop a mechanism to bring about the
healthcare delivery through co-ordination between the primary, secondary and tertiary
care. A health care model which aims to provide health coverage only to the poor fails to
be on the path of UHC. Improving the publicly owned health infrastructure would
provide the crucial backdrop to aim for UHC.
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>0ut of pocket expenditures are calculated net of insurance reimbursement.
®For logit model, marginal effect is used to explain the relationship of independent variables (predictors) to
the predicted probability, while other variables are kept at a specific (usually mean) value.
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1. Introduction

In the Indian rural scenario, the size distribution of household land holdings provide a
scope for the study of the changes, if any, in the distribution of land ownership,
measurement of inequality in respect of distribution of land, the consequences of
inequality in distribution of land and its effect on landless peasants. The theoretical
model describing the observed distribution suitably is, therefore, of paramount use for
policy implications from the point of land reform measures viz., imposition of ceiling,
and redistribution of land among the landless. This is important from the point of rural
poverty as the landless population form the core of the problem.

A number of statistical distributions have been tried for size distribution of household
land ownership holding based on a very uneven character calling for skew
distributions. Important among them includes lognormal distribution by
Krishnamurthy (1959) and Gamma distribution by Mukherjee (1969). No statistical
tests were employed for judging the suitability of the model. The model does not fit to
the data as the observed and the expected frequency differs significantly. Moreover,
no efforts have been made in the model for incorporating wide differences in the
proportion of landless households because of rise of landless peasants in the society
asking for its consideration over a period.

Bhattacharya and Krishnaji (1981) utilised Decreasing Failure Rate (DFR), Gamma
and Log Gamma distribute for NSS 17" round (1961-62) landholding data coalesced
to five size classes to examine the relative superiority of lognormal (LN) distribution,
decreasing failure rate Gamma (DFRG) distribution and Log Gamma distributions
(LGD). In doing so, they have not taken in to account the households with “no land”.
Moreover, these theoretical models have range from zero to infinity. However, they
have derived the associated measures of inequality in different states by making use
of reliability theory.

In a paper published in Sarvekshana, Joshi (1995) has presented measures of
inequality in distribution of land ownership holdings. under the assumption of mixed
households i.e. households with no land and households with different sizes of land
ownership for the rural areas of different states and all India utilising NSS 37" round
data for the period January-December 1982 employing theoretical models viz., Mixed
Displaced Lognormal Distribution (MDLND) and Mixed Displaced Gamma
Distribution (MDGD). In doing so, mathematical form of these two models was
included as supplement in that paper. Estimation of parameters involved in the model
and the suitability of the model based on statistical test of significance were not
included. The purpose of this paper is to present the same. For completeness,
mathematical forms of these two models are given below.

In the observed distribution of households by the size class of ownership holdings,
there will be a lower bound say tau (7) to the range of values of the variable X.
Therefore, the theoretical model to be considered for graduating the size distribution
of ownership holding should start with threshold (z) and not from zero as in the case
of size distribution of consumption expenditure, Joshi (1979) so that the variable X is
displaced one. Moreover, it should be a mixture of distribution. Following models
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have therefore, been proposed for examining their suitability using NSS data of 37"
round (1982-83) without coalescing size classes.
From Feller (1971), we know that every probability distribution is a convex
combination of a discrete and a continuous distribution by Jordan decomposition
theorem. Therefore,

F(Z)=0F,(Z2)+@1-0)F.(2), 0<60<1 1)
where, ‘Z’ is ‘area owned’ and @ is the proportion of households with no land.

2. Models

Model-1: Mixed Displaced Lognormal Distribution (MDLND)

Joshi (1979) has established the suitability of Displaced Lognormal Distribution
(DLND) in graduating the size distribution of consumer expenditure. Accordingly, if
Z for non-zero values follow Lognormal distribution having displacement  z’, then

fo(2)= A(Z\r,u,oz)z 0, Z<r
fC(Z)=A(Z‘T,,u,0'2)=(Z—r,,u,o-2); Z>r

The corresponding probability density function for mixed population is given by,
f(z)=0 for Z<7<6

for Z>rt

|- flog(z ~ )~
o2n(Z-7) =P 20°

where, 4 is the proportion of households with no land. Thus, for

f(2)=@1-0)

Q) 1=0, Mixed Lognormal Distribution (MLD) results.
(i)  0=0, Displaced Lognormal Distribution (DLD) results.
(i) =0, 6 =0, Two parameter Lognormal Distribution (TPLD) results.

Estimation of Parameters
For mixed distribution, the parameter ‘0’ is estimated as proportion of household with

no land. Thus, E(0) = % where, N, is number of households having no land and N

is the total number of households. In connection with the estimation of threshold ‘¢’

the approaches are (a) determination on priori ground and determination from actual
data under first approach, if the value of threshold is determined on a priori ground,
then the variate Y =(Z —7) may be taken into consideration in place of Z. Now the

variate Y possesses all the features of mixed two-parameter lognormal distribution and
its parameter can be estimated as given in Annex.

Under the second approach, for ‘7 not known in advance and needs to be estimated
from the given data, an estimation procedure different from the one used in the case of
mixed two parameter lognormal distribution needs to be adopted.

For estimation of other two parameters involved in the model, Aitcheson and Brown
(1969) have pointed out five methods viz., the maximum likelihood method, the
method of moments, the method of quintiles, graphical and the mixed method.
Though theoretically speaking, the maximum likelihood method is more efficient but
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it is cumbersome. The method of moments has therefore, been preferred here for
estimation of parameters ‘4’ and ‘o’.

It has been shown in Annex (Mathematical Supplement) that the moment of order ‘r’
for Log normal distribution about origin ‘0’ is given by

2
E(Zr)z U, :exp{m%rz%ﬂ; r=12,3,...

Here, Mixed Displaced Log Normal Distribution.
The r'™ moment about origin is given as

U = r+(1—0)exp[r,u+ (1/2)r202]; r=123,...

u=7+1-0) exp[y +(1/2)c? ]: Mean

sy =7+ (1-0)exp[2u + (1/2) 457 ]

1y =7+(1—0)expl3u+(1/2)957 |

py =7+ (1-0)explau + (1/2)16 57 |
Moments about Mean (Central Moments)

Ly = [, —(yl')z =Variance

ps = 11— 3ty + 24, )

pa = 4ty — Ay, + 610, o | —3(es, )

Mean(Z) = 7 + (1 0) exp|u + 1/ 2)c?|

Mode(Z) =+ (1-6) exp(u—o?)

Variance(Z) = (1-0) a? {7* +1— (1-6) }

2

Here, o= exp[y +%J and 7°= exp(a2 —1)

2
ml :exp{u_kﬁl-’__n)

2
m, = exp|(2.) L+ 72 )n?]

m, = exp[(Sy) (1+ 772)3/2(776 +3774)J
So that,

_Ms
(m2)3/2

E(u) = (%)[Iog m, —log {7 (L + 772)}]
Ele?)=(+7?)

. /2
E(r) =m, —expl() 0+ 7|
Solving these equations, estimated value of parameters applied to size distribution of
land ownership holding given in Annex has been obtained as under.

Skewness =
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Table 1: Estimated Value of Parameters of Displaced Log Normal Distribution

Est.
Mean=Exp(p+
Tau (1-6) E(w) E(o) 6°) Ob. Mean
0.002 0.8279 0.5511 0=1.0821 0.5511 0.5514

Model 2: Mixed Displaced Gamma Distribution
If Z displaced to ¢ for nonzero values follow Gamma Distribution, the probability

density function is given by,
f(Z)=6, when Z<¢

f(Z)=(1-0)A" [MJ exp(—(Z —¢)A)when Z >¢
I'(a)

Clearly, for

Q) ¢ =0, Med Gamma Distribution M (MGD) results.

(i) 0 = 0, Distribution Gamma Distribution (DGD) results.
(i)  ¢=0and @=0, two parameter Gamma Distribution (GD) results.

Estimation of Parameters:

In connection with the values of threshold z, we assume z on a priori ground so that
the variate Y =(Z-¢) may be taken into consideration in place of Z and the
estimation of parameters « and A may be followed on the lines of usual estimation

procedures. Thus we estimate, E(0) = %, where, ‘N, ’ is the number of households

with ‘no land’ and N is the total number of households Parameters ‘o’ may be derived
by making use of (a) method of moments or (b) by Maximum Likelihood Method
based on the parameters ‘a’ and ‘A’ of two parameter Gamma Distribution.

(a) Method of Moments

Employing the moments of order ‘r’ for Gamma distribution presented in Annex-
mathematical supplement, the moments of order ‘r’ about origin ‘z’, under Mixed
Displaced Gamma Distribution (MDGD), is given by,

EZ-¢)" =MG(x, )= 1-0)G(u, ); r=123,..
Obviously, Mean, ;oo (X)=(1- E(@))%(MeanGD)

(Mean — 7) = (1—9)%

E(Z —¢) = MG(y; )= (1- 6)G(x, )= Mean

E(Z-¢)’ = MGy, )= @-0)G(x; )

MG(4, )= 1 0)|ar( +1) 22
Method of Moments about Mean

MG(ry) =0 (always)
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MG (11,) = MG(11;) — (MG(zs,) ) =Variance
MG(u,) = A-0)a(a+1) 22 —(L-O)ald)

(b) Maximum Likelihood Method

Employing the method of maximum likelihood for two-parameter Gamma
distribution presented in Annex, the estimators for three-parameter Gamma
distribution are derived as under. For a random variable Z ~ f(z,6), where,

0 =(a,A,7), the likelihood function of three parameter Gamma distribution for the
observed sample values Z =(Z,,Z,,...,Z, ) is given by

L(z,6)=L(e, B.7]2)= 1_1[ f(z,,6)
L(a, B,72)= H@“ '_) p( (Zﬂ )) when z > 7

Ua. f7]2)= 2T (z, T)alexp[mJ

(FOl)n i1 A
Taking log on both sides of the above equation, then the log likelihood function is
given by

LogL = na Log(A) —nLog(Ta) + (« _1)Zn: Log(z, —7) - Z”: (z, ; 7)

Maximum likelihood estimates of «, A and 7 are obtained by setting the first partial
derivatives of above equation to zero with respectively to «, 4 and 7, respectively,
these simultaneous equations are,

9 LogL =0, iLogL =0 and iLogL =0
o oA ot

If %LogL 0, then result is —+ Z z, - 1)

If aﬁLogL 0, then the result is nLog(1) — ndi Log(Ter)+ ZLog Z,—7)
o

Substituting A in above expression we have

Log(a) - % Log(Fa) = Log{i@} - Zn“i

i-1 it N

aiLogL(a,ﬂ,d z)=nLog(A) - ndi Log(Tex)+ ZLog z,-7)=0
a

=1
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0 ne 1 <
aLogL(a,,&’,r|z)=—+— (z, - 1)

0
A niag

=~ (@~

Thus, we can proceed for estimating approximate «,A4 and 7. Solving above

equations, estimated value of parameters applied to size distribution of land
ownership holding given in Annex is as under.

Putting, A= Log(E)—EZ Log(zi), approximate estimated value of « based on
N

selected approximate estimators given in Annex i.e. Thom, Greenwood and Durend-1,
Greenwood and Durend-2 and also with Pearson and Hartley Tables (1972), has been
computed for the value of V given by,

V = Log(E)— Mean (Log(z,))
Where, z is the computed overall mean and z, is the class specific mean.
For Mixed Gamma Distribution,

v 0 -
= (=) EORt

We set mean z = % and regard the gamma distribution with parameters E(«), E(A)

an approximation. Obviously,
7=1-E(0))E(z) = A- E(0)E(a! 1)
E(2)
1-0)
Table 2: Approximate Estimated Value of a Based on Selected Estimators for
Observed Distribution given in Annex

Now, z =

Greenwood and Greenwood and
Biometrika Tables Thom Durend-1 Durend -2
0.4494 0.4571 0.4534 0.4536

47



Table 3: Estimated Value of Parameters of Mixed Displaced Gamma Distribution

Ob. Log Log A Est. Ob.
Mean Tau | (1-6) | (AM)| (GM) E(a) | E(4) | Mean | Mean
0.5514 | 0.002 | 0.8279]-0.5953 | -1.1453 | 0.550 | 0.453 | 1.004 | 0.5494 | 0.5514

3. Application and Suitability of Proposed Models

We apply the estimated value of parameters for graduating the size distribution of
land ownership holdings given in Annex. It relates to National Sample survey data of
37" round for the state of West Bengal. Following table presents observed and
estimated percentage distribution of households by size class of land ownership
holdings for Mixed Displaced Lognormal distribution (MDLND) and Mixed
Displaced Gamma distribution taking land owned for homestead only ‘¢’ equal to
0.002 hectares.

For judging the suitability of suggested models, the values of following non-
parametric tests T,,T,,T,,T, and T, have been computed.

(i) T,=MaxF,—F|
) 1

(ii) T22W2|f0_fe|
(i) T, :%Z'f"_ L

(iv) T, :iSQRTZM

(f, —f
v) =—Z
where, F, and F, stand for observed and expected cumulative frequencies, f, and

f, stand for observed and expected frequencies, k is the number of classes in the
frequency distribution and N is the total number of households.

The first test statistics T, is the Kolmogorov—Smirnov test statisticand T,, T,, T, are
those of Lahiri and Ganguli (1951). T, is the Pearson‘s mean Square contingency

coefficient. The results are presented in following table along with the fitted
distributions.
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Table 4: Observed and Estimated Percentage Distribution of Household Land

Ownership Holdings in West Bengal, NSS 37" round (January- December 1982)

Size Class Observed Estimated
(Hectares) | Number of Percent of Percentage of Households
Households | Households MDLND MD GD
Landless 13280 17.21 17.21 17.21
<0.20 27523 35.66 23.52 36.14
0.20-0.40 8773 11.37 20.18 11.59
0.40-0.50 3435 4.45 6.67 4.04
0.50-1.01 9960 12.90 17.75 13.02
1.01-2.02 8876 11.50 9.82 10.33
2.02-3.03 3124 4.05 2.68 4.07
3.03-4.04 1152 1.49 1.01 1.70
4.04-6.07 841 1.09 0.75 1.10
6.07-8.09 124 0.16 0.32 0.23
8.09-10.12 33 0.04 0.04 0.05
>10.12 59 0.08 0.05 0.02
All classes 77180 100 100 100
T,=12.14 0.70
T,=0.3208 0.0278
T3=0.3736 0.1537
T,=0.5083 0.2910
T5=0.1364 0.0041

The findings confirm the suitability of Mixed Displaced Gamma Distribution
(MDGD) in graduating the size distribution of household land ownership holdings.
The theoretical model describing the observed distribution suitably is, therefore, of
paramount use for policy implications from the point of land reform measures viz.,
imposition of ceiling and redistribution of land among the landless. This is important
from the point of rural poverty as the landless population form the core of the
problem.
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Annex

Size Distribution of Household Land Ownership Holding

Size of Land Av. Size of
(Hectares) No. of Area Owned Land
Households
(Ni) (Xi) (Xi/Ni)
<0.002 13280 0
0.002-0.20 27523 1476 0.0536
0.20-0.40 8773 2534 0.2888
0.40-0.50 3435 1507 0.4387
50-1.00 9960 7391 0.7421
1.00-2.02 8876 12243 1.3793
2.02-5.05 3124 7575 2.4248
3.03-4.04 1152 4015 3.4852
4.04-5.05 587 2632 4.4838
5.05-6.07 254 1396 5.4980
6.07-8.09 124 829 6.6855
8.09-10.12 33 304 9.2121
10.12-12.14 51 551 10.8039
12.14-20.24 8 103 12.8750
>20.25
All size 77180 42556 0.5514

Mathematical Supplement:

Normal Distribution
A random variable Z is said to follow a normal distribution with mean p and variance

o, if its probability density function is

exp{_zlz (Z_ﬂ)2}1 _Oo<z<00,—oo<ll,[<00,0'>o
(o

f,(z;u,0)= 1
SR o2

The variate Z is said to be distributed normally with mean p and variance o?and is
denoted as Z ~ N(x,0?). If u=0and ¢ = 1, then

1 7
f,(z)=——=e?
(%) NPy

Here, Z is said to be standardized normal variate and is denoted as Z~ N(0, 1).

Log Normal Distribution

Lognormal distribution has its support on the interval (0, «), and hence overcomes the
criticism against use of Normal distribution as a model for failure time distribution.
This model is particularly suitable for failure processes that are result of several small
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multiplicative errors. The two-parameter lognormal distribution of a continuous
random variable has the following pdf:

1 1
f(z; u,0%) = ex [— log z — 2} —o<pu<m,0>00<z<o
(zu )ZGEPZGZ(Q #) 7
=A(Z‘,u,02)
Displaced Log Normal Distribution

It is a probability distribution of displaced variable Z=Z -7, i.e. log(Z-7) is
distributed as normal with mean  and variance o?. Thus, if ‘Z’ is displaced, then the

probability density function (p.d.f.) of three parameter displaced lognormal
distribution (DLND) is given by,

_ 1 C1(log(Z =)=\ | o 2\,
_(Z—T)O'\/Zexp{ 2( o) J}_A((Z T)‘ﬂ’a )’Z>T

Mixed Displaced Lognormal Distribution

f(2)

From Feller (1971), we know that every probability distribution is a convex

combination of a discrete and a continuous distribution. Therefore
F(Z)=60F,(2)+(1-0)F.(2), 0<6<1

Here, subscript d and c denote the discrete and continuous variables. Accordingly, if Z

for non-zero values follow Lognormal distribution having displacement ‘ z’, then
fC(Z):A(Z‘z',,u,O'Z):O; Z<rt

fc(Z)=A(Z‘T,,u,0'2)=(Z—r,,u,0'2); Z>7T
The corresponding probability density function for mixed displaced lognormal
distribution is given by,
f(Z)=0 for Z<7r<é@
1 |- flog(z - ) - u}?]
f(2)=1-6 ex
@=0-0) = s

Moments of order ‘r’ about origin i.e. x, can be derived by Expectation method. In

for Z>r

general, for each integer r, the r'™ moment of X is u, =E(X") = I X" f(x)dx.
The r™ central moment of X,

#e =E[X —u]
where, u =, = E(X) and the variance of the random variable X is the second
central moment, i.e.

V(X) =ty = EIX —al? =ty (1| = E(X?)~[E(X)F
The third central moment,

s, =2 - uf =E(Z°)-3E@)E(2? )+ 2AE@)F = 45 ~3ptp0, + 2 |
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_Hs
(,UZ )3/2 !
worked out for lognormal distribution. The r™ moment for the lognormal distribution
is equal to exp(rp+ r’c?/2) which can be derived as under. We have, if x is lognormal,
then Y =LogX is normal

o ri_ r 1 _(y_:u)z
u =Ely'1=[y G@exp( 2 jdy

Skewness is defined as y;, = Mean, Variance, Skewness, Kurtosis can be

Now,
C(y-w)' eroty syt -2yt i)
20° 20°
:[yZ—Z(,u+ I’O'Z)y+(,u+r0'2)2+,u2—(,u+ rGZ)ZJ

CES 4 W 2

ry

2
Latter term under integral is Normal distribution of y with mean g, = u+ r% and

variance ¢,

E(x)= exp(r_(zﬂzraz_)j =ru+r? %2

2
Putting r=1,2,3,4, we get u,, 1, its, 11, If a=y+% and n° =o0° -1

2 2 2

mean=,ui=a=,u+o-—,,u'2=2/¢+4O-—,,u'3=3,u+9o-—
2 2 2
o2 2 o2 2 o2 2
' \2
ﬂz:ﬂz—(ﬂl) :(2/1+20'2)_(/1+7j :(AH?] +02—[ﬂ+7j
2 2
=[,u+%j [0'2—1]=0!2(62—1)=0!2772

1ty = s~ 3ptypt, + 2
g = 1t~ Aat, i, + 6 11, — 3

2
Mean(X) = u, = exp(u +%j

2\? 2
Variance(X) = u, :(;H%] n°, where, a:(y+%}nz —e” -1

20°

5 J—exp(2y+02)

Hy = EXIO£2/J +

w, =exp(2p) +(i” +1] " 1p° +3p°
Further,
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1; = exp(3) + (% + 1)’

2 2
Thus, Mean(X) = E(X) = 1, = a = exp(u) + % = exp(u) exp(1+277 ]

E(X 2 ): S% = exp(a2 —1)exp(2y + %ZJ
2
Variance(X) =V =y, = exp(z,u + 202 )_ exp(y + %Zj

2
Skewness = Eﬂ3 ;3 = exp(a2 +2Wexplo? 1) = exp(02 “1+3)\fexp(o? —1)
Hr
=(r? +3Nn?) =" +3n

Parameters 1 and o of the lognormal distribution can be obtained by solving above
equations. Again:

W = eXp(GZ)—lz 772

\Y

1+n® =explo?®)=1+ ——
7 p( ) (Mean)?®

V : :
o’ = Log{l"' (Mean)z}::uz _(lul)z

V 1/2
E(o) = {Log(u (Mean)zﬂ

2Log(Mean) = 24+ o*

y=Log(Mean)—%Log{1+ v }

(Mean)?
~ Mean B (mean)? | (mean)®
E(u) = Log = Log{ " }_ Log{ax—zy}

\/LOg[l‘l- vV 5 ]
i (Mean)

Gamma Distribution
The distribution with probability density function (p.d.f), f(x|a, A) is called Gamma
Distribution with parameter o, 4 and is denoted by I'(a, A).

f(z) = r/(l;)

Symbolically, it is denoted by Z~G(«a, A).

2% @,1>0,0<Z <o
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Displaced Gamma Distribution
If ‘Z’ is displaced, then the probability density function (p.d.f.) of displaced Gamma
distribution (DGD) IS given by,

f(Z)= (Z-¢)"exp(—(Z -¢)A);  when Z>¢

( )

Mixed Displaced Gamma distribution
The probability density function for mixed displaced Gamma distribution is given by,

f(Z)=01- 9)ﬁ(z ¢) exp(—(Z —¢)A) when Z > ¢

If Z=0, then the functionis f(Z)=26.

Moments and Moment Generating Function
For each integer ‘r’, the r'" moment about originof Z, u, =E(X").

The r™ central moment of X is denoted by u, =E[X —u]".

If taking, r=1, this is a mean or first raw moment of given distribution and if r=2, this
is second raw moment of given distribution,

w =E(2) = Tzf (z)dz and g, = E(z%) = Tzz f(2)dz

The variance of the random variable Z is the second central moment ( , ). Thus,

V(X) = 1, = EIX — el = 1, (g, | = E(X?)-[E(X)f
The third central moment,
' [ \3
= [z - uf =E(2°)-3E(2)E(2?)+ AE@)F = 1, ~3usy s, + 21z
Using the values of g, u,, 1, and u,, S, and S, can be easily obtained as follows:

2
U M
B="2 g =24,y = [B and Skewness = G )33/2
2

2 Ho

Parameters involved in the model can be estimated by (a) method of moments (b)
method of maximum likelihood.

(a) Method of moments
The moments can be generated using moment generating function defined as

M, (t) = E(e‘z)=% e f (z)dz

Putting y=Z(1/ })-t

Z=yl{(1/))-t} and rearranging

Z=({M(1-20)}y,

dZ:{k/(l-M)}dy

a1y A
(1—at)™* LAt

Mz(t)_

O'—:8
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0

vagrgy— Ly
F(a) 0 “aoay M

The " derivative of M (t) = (1—/1t) evaluated at t=0 i.e. M/ (0) is the moment of
orderr, i.e. E[Z']
M (t) = aAl-At)™
At t=0, then Mean = 1, = al
At t=0, then Mean = 1, = a(a +1)A°
Variance = u, = a(a +)A* —(ad)’ = al?
M. () = 1y = a(a +1)(a+2)2° (L- At) =
Att=0, M, (t) = 1, = a(a +1)(a +2)2°

Variance a/t?

Thus, = = A(est.)
Mean al
a(est.) = Mean
A(est.)

(b) Maximum Likelihood Estimators

It consists of maximising the log likelihood for Gamma distribution by differentiating
with respect to two parameters and equating to zero resulting in two equations for
estimation of two-parameters a and B. accordingly, the likelihood function is given by

2 " " —li(zl,zz ..... 2,)
L(a,/1|z):(r(a)} [l[(zl,zz,...,zn)( Ve =

The log likelihood function is given by,
LogL = nalog(A) —nLog(Ta)+ (« —1)Logzn: Log(z,)- ﬂzn:(z )
i=1 i=1

To determine the parameters that maximises the likelihood, we have two equations

ai LogL = nLog (1) - — Log (Ca)+ Z Log(z

0
— Lo L_n—— =
oA d A le

Or E:Z or ﬂ:g
A Z

The derivative of the logarithm of the gamma function i.e. di(LogF(a))z ¥(a) is
(04
the digamma function which can be solved numerically.

Substituting for Log(4) = Log[gj , we have
z

Log(a) — Log (E)— Y(a) - (%)Zi: Log(z;)
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Log(a) - ¥(a) = Log(f)— % Zi: Log(z;)

Several scholars have derived iterative maximum likelihood estimators for parameters
involved in p.d.f. of Gamma distribution using log likelihood function. Method is
cumbersome and requires tables of digamma function. Algorithm based several
iterations for estimation of parameters using software or writing of algorithm for
programme is required which is not practical without a computer. However, the
equation is implicit in o. but may be solved using Davis Tables (1933) which provides
Y(a) = functions and Tables of «—W¥(«) computed by Masuyama and Kuroiwa
(1951).

To solve this problem, we define

A= Log(f)— (%)Z Log(z,)
i=1
= Log(overall mean) — Log(Geometric Mean)

And using A, simple approximation to the maximum likelihood estimators proposed
by Thom (1958), Greenwood and Durand (1960) and Biometrica Tables of Pearson
and Hartley (1972) can be obtained as under.

Thom HCS (1958) proposed

S

E(a) :T’

Greenwood and Durand (1960) proposed
E(a) = %[0.5000876 +0.1648852 A — 0.544274 A? ]

8.898919 + 9.059950A + 0.9775373Ax A
A@7.79728 +11.968477 A+ Ax A)
For the purpose of this paper the parameter (o) of Gamma distribution has been
estimated using above estimators and Biometrika tables of Pearson and Hartley
(1972) which involves the value ‘V’= Log overall mean (x)- overall means of Log (x).

Or E(a) =
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Abstract

This paper deals with the subjective prognosis of a firm’s performance. The NSSO
data categorised the firms as expanding, stagnant and contracting. Using a
multinomial regression separately for OAE and for Establishment firms we have
related this prognosis on a number of firm specific parameters. The analysis shows
certain differences between the types of enterprises. It is inferred that these units are
severely plagued by a number of problems that seriously bog down their prospects. In
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1. Introduction

In the standard analysis of a firms performance, there is a general reliance on
efficiency analysis. Most of these analyses are based on the organised sector where
the production relations and input-output choice can be defined precisely. Recently
there has been an attempt to extend this analysis to the unorganised sector. Here the
preference is on non-parametric approach (Raj 2011; Bairagya, 2013; Kathuria and
Sen 2013, 2016; Sengupta and Seth 2017).

However, efficiency is often constructed from the technical data of inputs and outputs
and may have certain problems when applied to the unorganised sector® . It is then
necessary to look into some subjective evaluation to gauge the performances of this
sector. The subjective evaluation is often controversial and contradictory. It is
difficult to rely on any one of such versions. However, fortunately for us the NSSO
have given a subjective prognosis of the firms in their unit level data. They have
categorised firms as expanding, contracting and stagnant. We have made use of NSSO
prescribed prognosis in our current analysis. We feel that such an analysis will give us
information about the condition of the firms.

2. Description of data

We used 73™ round NSSO data as noted earlier. Some of the features of the data are
presented in the tables below:

The following Table (Table 1) shows that most of the firms (manufacturing) are
stagnant. The stagnancy is seen more in rural areas than in urban areas. On the other
hand, there are comparatively more expanding firms in urban areas than in rural areas.
The Percentage of contracting firms is more or less the same in both rural and urban
areas.

Table 1: Percent of Firms According to Status.

Rural Urban
Expanding 33% 36%
Stagnant 54% 50%
Contracting 13% 14%
Total 100% 100%

Source: Authors’ calculation from NSSO 73" Round data.

From the following table (Table 2) we can see that among the OAE firms 54% is
stagnant but for Establishment firms the figure is 44%. So, stagnancy is more
prevalent in case of OAE firms. On the other hand, 47% of the Establishment firms
are expanding whereas 32% of OAE firms are expanding. Again, about 14% of OAE
firms are contracting but about 10 % of the Establishment firms are contracting. This
shows the relative position of OAE firms in our country.

*See Sengupta and Seth (2017) for further discussion in this respect.
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Table 2: Percent of Firms According to Status and Enterprise Type

OAE ESTA
Expanding 32% 47%
Stagnant 54% 44%
Contracting 14% 10%
Total 100% 100%

Source: Authors’ calculation from NSSO 73™ Round data.

From Table 3 we see that expanding firms are facing the most severe problem of non-
recovering of financial dues. For them, the second biggest problem is the non-
availability or high cost of credit. For the other two types of firms, viz. for Stagnant
and for contracting the biggest problem is shrinking or falling demand. For all kinds
of firms labour related problems are absent.

Table 3: Percent of Firms According to Nature of the Problem Faced.

Errati | Short | Shrinka | Non- Non- Non- Non- Labour [Others
c age | ge/Fall | Availa | Recove | Availabi | Availability | Dispute
Power of of bility ry of lity of of Skilled s and
Suppl | Raw | Deman | /high | Financ | Labour Labour as Related
y/ Mate d Cost ial as and and when Proble
Power | rials of dues when Needed ms
Cuts Credit Needed
Expanding | 14% 4% 16% 20% 25% 3% 3% 0% 15%
Stagnant 7% 5% 36% 16% 16% 1% 1% 0% 17%
Contracting | 3% 4% 62% 7% 7% 1% 1% 0% 16%
Source: Authors’ calculation from NSSO 73" Round data.
In the table below (Table 4) we present the percent of firms according to government
assistance received. Here we see that for all status of firms most important assistance
comes in the form of financial loans. The second most important assistance is the
subsidy.
Table 4: Percent of Firms According to Different kinds of Government Assistance
Received
Financial . Machinery/ Skill . Raw | Other
Subsidy . Y Marketing .
Loan Equipment | Development Material| s
. 0, 0, 0, 0, 0, 0, 0
Expanding 72.9% 15.0% 1.1% 3.5% 0.3% 0.6% 6.6%
0, 0, 0, 0, 0, 0, 0,
Stagnant 69.5% 17.0% 5.0% 1.3% 0.1% 0.6% 6.5%
. 0, 0, 0, 0 0, 0, 0
Contracting 73.3% 17.5% 1.2% 1.2% 0.0% 0.2% 6.6%

Source: Authors’ calculation from NSSO 73™ Round data.

3. Objective

We have found that the firms in the informal sector face different problems. These
lead to different consequences in their behaviour. Some firms are Expanding, some
are contracting, and some others are Stagnant. There are few firms which operate less
than 3 months. These are non-comparable with others.
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Now we want to examine the effect of constraints on their behavioural choice. This
we do by multinomial logistic regression analysis.

4. Methodology

Multinomial logistic regression analysis is applicable when there are more than two
discrete outcomes. Here the dependent variable is categorical. This dependent variable
is regressed with a set of independent variables. The independent variables may be
real valued, binary valued or categorical. Here the model predicts probabilities of
different actualisation for a set of independent variables.

Let us now see how that can be done.

Let a multinomial variable (Y;) take different discrete values which may be indexed
as j=1,2,3,...,J. Further, let

¢ij = PI‘{Yi = J} (1)
Represent, for probability that the i response falls in the j™ category.

Let us assume that the response categories are mutually exclusive and exhaustive. We
have ijlgéij =1 for each i, i.e., the probabilities add up to one for each individual,
and we have these probability streams for different parameters j=1,2,3,...,J.

For the case of grouped data, an auxiliary random variable counter for responses in
the various categories is introduced. Let n, be the number of cases in the i™ group and

let Y; be the number of responses from the i group that fall on the j™ category, with
observed values Y; .
For individual data n; =1 and Y; becomes an indicator (or dummy) variable that

takes the value 1 if the i™ response falls in the j" category and O otherwise, and
ijij =1 since one and only one of the indicators Y; can be ‘on’ in this case.

The probability distribution of the counts y; given the total n; is given by the
multinomial distribution,

n.
Pr(Yi, = Y. Yi2 = YizoYu = Vi ):( l J iy“, iyiz,---,¢iy” (2)
' v ’ ! ! Yirr Yizs-1¥i P ’

The simplest approach to multinomial data is to nominate one of the response
categories as a baseline or reference cell, calculate log-odds for all other categories
relative to the baseline, and then let the log-odds be a linear function of the predictors.

For example, if we pick the last category (J) as a baseline and calculate the odds that a
member of group i falls in category j as opposed to the baseline as ¢, | @, -

In the multinomial logit model, we assume that the log-odds of each response follow a

linear model,
bij
Hij = log¢ J

_i] = Aj + inBj (3)
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Where 4; is a constant and B; is a vector of regression coefficients, for j=1,2,...,J-1.
This model is analogous to a logistic regression model, except that the probability
distribution of the response is multinomial instead of binomial and we have j-1
equations instead of one. The multinomial logit equations contrast each of categories
j=1,2,3,...,] — 1 with category J, whereas the single logistic regression equation is
contrast between successes and failures. If J = 2, the multinomial logit model reduces
to the usual logistic regression model.

5. Results of the Regression

We run multinomial logit regression separately for OAE and for Establishment
(ESTA) firms considering the fact that the very set up of these two categories is
different. Our main enquiry is the factor responsible for the evaluative performances
of enterprises expanding or contracting vis-a-vis stagnant. Thus, the dependent
variable is status of enterprise (status of entp). The independent variables are dummy
variables- about the firms having mixed activities, facing any problem, having
contracts facing any power shortage problem, facing raw material shortage problem,
facing falling demand problem and facing labour problem.

These variables are chosen keeping in view the nature of the activities of the firms, its
various activities involving production and the problems that they face in their day-to-
day production activities. The first variable depends on the nature of activity of the
firm. A firm may be engaged not only in a single activity but combination of a whole
battery of activities. For example, restaurants, hostels, petrol pumps, selling some car
parts may all be combined in an outlet that is placed on a state or national highway.
Similarly, for many local rural and semi urban areas grocery shops may sell
vegetables, medicines, sweets, and various other items. Such firms are referred to as
mixed firms. A small firm may engage in a mixture of activities in order to reduce the
uncertainty involved in any single activity. This is an important factor determining
whether the firm is expanding, contracting or stagnant.

The second factor is whether it has contracts with other firms. In many cases firms
enter a putting out system. Such systems were prevalent in 17" century Western
Europe* where the merchants gave raw materials to the producers and/or collected
their produce for sale in the market. The merchants provided working capital as well
as raw materials. They also bought all the output. In some cases even the specification
of the design is given by the merchants. For example, Moxham (2016) showed that in
the case of India, the British East India Company merchants provided the designs to
be depicted on the cloth to the Indian producers. These designs were built according
to the tastes of the British people. The producers worked in their home or in
workshops. In some cases, they used to lease out their work to others. Such a system
is still prevalent in the area of small scale informal production sphere of modern
India. In many cases the firms get raw materials through their contract. In some other

*However such a system was prevalent in many parts of the world even before that. Existence of such a
system in ancient India can be culled from various sources (Baishya 1997)
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cases, they sell their entire output (finished or semi-finished) to the merchants. This
variable thus captures the dependency of the small firms on the other firms. There is a
debate on how far such contracts are profitable. Some opined that such contracts are
beneficial to the producers. They ensure a steady supply of good raw materials at a
low cost. They also cushion the market and relieve the firm of demand problems.
However, a contrary opinion argues that putting out system places a strong constraint
on the prospect of the firms. It does not allow the firms to act efficiently and
independently even when such opportunity may arise. They are seen to favour the
lazy firms by invoking the problem of the “Adverse Selection”. We wish to test how
far this logic carries to the present NSSO data.

The other set of variables are the problem variables. They are directly in conflict with
the prospect of the firms. We hope them to be negatively related for an expanding and
positively for contracting and stagnant firms.

As noted earlier we have considered the stagnant firms as the base. In the multinomial
exercises the regression is relative to the base. The coefficients must be interpreted
carefully keeping this relativity in mind. Hence it is better to consider the odd-ratios
(Table Al to A2). As is known, odds ratio are generated by exponentiation the
coefficients. They give us relative probabilities. In order to assess the odds ratio, it is
necessary to compare them across the alternative possibilities.

First consider the OAE firms (Table Al). For the variable mixed dummy, we find that
firms’ relative probability of being expanding is 57% higher for the firms using mixed
operations than others. However, there is also a 57% probability that they are
stagnant. Thus, there are no unambiguous results here.

The result is unambiguous for problems faced. There is an 86% less chance of an
expanding firm to face any problem. This is more than twice the similar figure for
stagnant firms. A similar result is obtained for labour problem dummy. Also
contracting with other firms leads to a lesser probability of being expanding and more
probability of being stagnant. Similar is the case of raw material availability and
demand fall problems. Power dummy gives no ambiguous results. Government
assistance increases the probability of being expanded and reduces the problem of
contracting.

The picture is almost the same for Established firms (Table A2). Effect of mixed
activity and power dummy is not ambiguous. Problem faced decreases the possibility
of expanding and increases the possibility of contracting. Labour problem, raw
material availability and demand shortage all have a booster effect on contracting and
negative on expanding. Again, contracts have no positive effects. Government
assistance helps the expansion and lack of this leads to contraction.

We then consider the marginal effects (Table A1 —A6). These results match with the
findings of odds ratio. We see that for both OAE and Establishment firms a mixture of
activity has no unambiguous results at the margin. There is an increase in probability
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of expanding but also stagnancy though a decrease in the probability of contracting.
Same is the case with power dummies. Again, the marginal effects of problems faced
are negative for expansion but positive for contracting and stagnant. So is the case of
labour problems. In fact, problems have a very large effect of withholding expansion
and boosting stagnation and contraction. Contracts with other firms have a negative
marginal effect on our data. Raw material availability and demand fall problems
seriously hamper the prospects of the firms (OAE and ESTA) at the margin.
Government assistance bolsters expansion.

As for policy suggestions it is clear that government help is crucial in mitigating the
problems of the firms. However, the government should play its role not only in
providing loans but also in monitoring and endowing the small units. Stress on quality
control, provision of market access, building up of small industrial clusters,
dissipation of knowledge through skill could help the firms in tiding the problems
they are facing. In many cases government action is already present. The need
perhaps is to boost it further.

6. Conclusion

The paper sets out to find out certain features of the informal sector that are evidenced
by the NSSO data. The paper first attempts to find out some of the salient features of
the informal sector units. It has charted the preponderance of some features among the
firms operating in this sector. The analysis shows certain differences between the
Own Account Enterprises (OAE) and the Establishments. It also brings out the
various types of input-output relationships exhibited by these firms (in terms of labour
employment, capital invested and so on). In the end, we have tried to relate the
conditions of these firms (expanding, contract or stagnant) to a set of subjective
variables. It is inferred that these units are severely plagued by a number of problems
that seriously bog down their prospects. In order to reduce this negative impact, they
try to diversify their activities. However, such diversifications are not always
successful. Also subcontracting is of no help here. However, Government help seems
to be very useful for both the OAEs and establishments.

Acknowledgement: We would acknowledge an unknown referee of this journal for
his/her valuable comments which helped to improve the paper. The usual disclaimer
applies.
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Appendix:

Table Al: Relative Probability for OAE

(Odds ratio)

Iteration O: log likelihood = -32616.541
Iteration 1: log likelihood = -30423.723
Iteration 2: log likelihood = -29936.689
Iteration 3: log likelihood = -29932.153
Iteration 4: log likelihood = -29932.151
Multinomial Logistic Regression Number of Observation = 33,600
LR chi®(16)= 5368.78

Prob> chi?= 0.0000

Log Likelihood=-29932.151 Pseudo R?=0.0823

status_of entp [95% Conf.
Expanding RRR Std. Err. Z P>|¢] Interval]
mix_dum 1.562325 | 0.104343 | 6.68 0 | 1.370636 | 1.780823
probface_dum | 0.861769 | 0.033890 | -3.78 0 |0.797841 |0.930819
asstrecv_dum | 1.205312 | 0.163909 | 1.37 |0.17 |0.923305 [1.573452
cotract_dum | 0.966588 | 0.048041 | -0.68 |0.49 |0.876871 | 1.065485
power_dum | 1.075297 | 0.071346 | 1.09 |0.27 [0.944172 | 1.224633
rawmat_dum | 0.714936 | 0.065733 | -3.65 0 [0.597043 [0.856109
ddfall_dum | 0.340153 | 0.019188 | -19.12 | 0 | 0.304550 |0.379919
labprob_dum | 0.562378 | 0.042060 | -7.70 0 |0.485699 |0.651164
_cons 0.678968 | 0.010505 | -25.02 | 0 |0.658687 |0.699873
Stagnant (Base Outcome)
Contracting
mix_dum 1.552560 | 0.137448 | 4.97 0 1.305244 | 1.846738
probface_dum | 2.403628 | 0.147721 | 14.27 0 |2.130859 |2.711314
asstrecv_dum | 0.455218 | 0.115321 | -3.11 |0.002 |0.277066 |0.747921
cotract_dum | 1.265262 | 0.076587 | 3.89 0 | 1.123716 | 1.424637
power_dum | 1.118130 | 0.104486 | 1.19 |0.232 |0.931001 |1.342872
rawmat_dum | 1.754998 | 0.176845 | 5.58 0 |1.440469 | 2.138204
ddfall_dum | 3.564908 | 0.207892 | 21.80 0 |3.179870 | 3.996568
labprob_dum | 1.832656 | 0.146163 | 7.60 0 | 1.567450 | 2.142734
_cons 0.090016 | 0.003005 |-72.12 | 0 |0.084314 D.0961027

Note: Cons estimates baseline relative risk for each outcome.
Source: Authors’ calculation from NSSO 73"™ round data.
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Table A2: Relative probability for ESTA
(Odds Ratio)

Iteration O:
Iteration 1:
Iteration 2:
Iteration 3:
Iteration 4:
Iteration 5:

log likelihood =
log likelihood =
log likelihood =
log likelihood =
log likelihood =
log likelihood =

-26613.667
-25148.440
-24602.759
-24587.094
-24587.078
-24587.078

Multinomial Logistic Regression
Number of Observation=27,288
LR chi?(16)=4053.18

Prob> chi®=0.0000
Log Likelihood=-24587.078 Pseudo R*=0.0761

Status_of entp

Expanding RRR Std. Err. Z P>|Z| | [95% Conf. Interval]
mix_dum 1.483435 | 0.088054 | 6.64 0 1.320513 | 1.666459
probface_ dum | 0.830391 | 0.029057 |-5.31 0 0.775349 | 0.889339
asstrecv_dum | 1.439719 | 0.128996 | 4.07 0 1.207846 | 1.716105
cotract dum | 0.870707 | 0.035622 |-3.38 | 0.001 |0.803615 |0.943399
power dum | 1.039518 | 0.054395 | 0.74 |0.459 |0.938190 |1.151789
rawmat_dum | 0.947538 | 0.081446 |-0.63 | 0.531 |0.800629 | 1.121405
ddfall_ dum | 0.315304 | 0.018007 |-20.21 0 0.281915 | 0.352647
labprob_dum | 0.753421 | 0.055579 |-3.84 0 0.651996 | 0.870624
_cons 1.170819 | 0.021027 | 8.78 0 1.130323 | 1.212766
Stagnant (Base Outcome)

Contracting
mix_dum 1.465839 | 0.127603 | 4.39 0 1.235913 | 1.738539
probface_dum | 3.348461 | 0.216073 |18.73 0 2.950653 | 3.799902
asstrecv_dum | 0.992256 | 0.135570 |-0.06 |0.955 |0.759147 | 1.296946
cotract dum | 1.381211 | 0.077298 | 5.77 0 1.237723 | 1.541334
power dum | 0.828394 | 0.068752 |-2.27 |0.023 | 0.704031 | 0.974726
rawmat_dum | 1.079274 | 0.133937 | 0.61 | 0.539 |0.846250 | 1.376464
ddfall dum |2.942382 | 0.168495 |18.85 0 2.629997 | 3.291872
labprob_dum | 1.574081 | 0.143380 | 4.98 0 1.316718 | 1.881748
_cons 0.078690 | 0.003669 |-54.52 0 0.071818 | 0.086220

Note: _cons estimates baseline relative risk for each outcome.

Source: Authors’ calculation from NSSO 73"™ round data.
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Table A3: Predicted Probability of being Expanding at each Level of VVariables

for OAE Firms

Average Marginal effects
Number of Obs=33,600

Model VCE: OIM

Expression: Pr(status_of_entp==expanding), predict(outcome(1))
dy/dx w.r.t.: 1.mix_dum 1.probface_dum 1l.asstrecv_dum 1.cotract_dum
1.power_dum 1.rawmat_dum 1.ddfall_dum 1.labprob_dum

dy/dx Delta- z P>|z| [95% Conf.
method Interval]
Std. Err.

1.mix_dum 0.077680 | 0.013877 | 5.60 0 0.050482 | 0.104878
1.probface_dum | -0.057838 | 0.007737 | -7.48 0 -0.073002| -0.042674
1.asstrecv_dum | 0.057919 | 0.029369 | 1.97 | 0.049 | 0.000356| 0.115483
1.cotract dum | -0.014058 | 0.009522 | -1.48 | 0.14 | -0.032722| 0.004605
1.power_dum | 0.011277 | 0.013021 | 0.87 | 0.386 | -0.014244| 0.036797
1.rawmat _dum | -0.080501 | 0.015034 | -5.35 0 -0.109966| -0.051035
1.ddfall dum | -0.227449 | 0.006978 | -32.59 0 -0.241127| -0.213772
1.labprob_dum | -0.121445 | 0.011094 | -10.95 0 -0.143188| -0.099702

Note: dy/dx for factor levels is the discrete change from the base level.
Source: Authors’ calculation from NSSO 73" round data

Table A4: Predicted Probability of being Contracting at each Level of Variables

for OAE Firms

Average Marginal Effects

Number of Observation=33,600

Model VCE: OIM

Expression: Pr(status_of entp==contracting), predict (outcome (3))
dy/dx w.r.t. : 1.mix_dum 1.probface_dum 1.asstrecv_dum 1.cotract_dum
1.power_dum 1.rawmat_dum 1.ddfall_dum 1.labprob_dum

Delta- P>|

dy/dx method z 2 [95% Conf. Interval]
Std. Err.

1.mix_dum 0.032656 | 0.009959 | 3.28 | 0.001] 0.013136 | 0.052177
1.probface_dum | 0.096711 | 0.006286 | 15.39 | 0 | 0.084392 | 0.109031
1.asstrecv_dum | -0.069371 | 0.015588 | -4.45 | 0 | -0.099923 | -0.038819
1.cotract_dum | 0.026932 | 0.006827 | 3.94 0 | 0.013551 | 0.040312
1.power_dum | 0.009641 | 0.009752 | 0.99 | 0.323 -0.009472 | 0.028755
1.rawmat dum | 0.079057 | 0.013430 | 5.89 0 | 0.052735 | 0.105379
1.ddfall_dum 0.212698 | 0.009698 | 21.93 | 0 | 0.193689 | 0.231706
1.labprob_dum | 0.092180 | 0.010919 | 8.44 0 | 0.070779 | 0.113581

Note: dy/dx for factor levels is the discrete change from the base level.
Source: Authors’ calculation from NSSO 73™ round data
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Table A5: Predicted Probability of being Expanding at each level of Variables

for ESTA Firms
Average Marginal

effects

Number of Obs= 27,288

Model VCE: OIM

Expression: Pr(status_of_entp==expanding), predict(outcome(1))
dy/dx w.r.t.: 1.mix_dum 1.probface_dum 1l.asstrecv_dum 1.cotract_dum
1.power_dum 1.rawmat_dum 1.ddfall_dum 1.labprob_dum

dy/dx Delta- z P>|z| | [95% Conf. Interval]

method

Std. Err.
1.mix_dum 0.074356 0.012786 5.82 0 0.049295 | 0.099416
1.probface_dum | -0.087389 | 0.007904 | -11.06 0 -0.102880 | -0.071897
l.asstrecv_dum | 0.084215 0.019588 4.30 0 0.045824 | 0.122606
1.cotract dum | -0.044026 | 0.008821 | -4.99 0 -0.061316 | -0.026737
1.power_dum 0.015484 0.011497 1.35 |0.178 | -0.007051 | 0.038019
l.rawmat_dum | -0.015123 | 0.018509 | -0.82 | 0.414 | -0.051399 | 0.021154
1.ddfall_dum -0.288308 | 0.008868 | -32.51 0 -0.305689 | -0.270926
1.labprob_dum | -0.081577 | 0.015018 | -5.43 0 -0.111014 | -0.052143

Note: dy/dx for factor levels is the discrete change from the base level.
Source: Authors’ calculation from NSSO 73™ round data.

Table A6: Predicted Probability of being Stagnant at each Level of Variables for

ESTA Firms
Average Marginal

Effects

Number of Obs=27,288

Model VCE: OIM

Expression: Pr(status_of entp==contracting), predict(outcome(3))
dy/dx w.r.t.: 1.mix_dum 1.probface_dum 1.asstrecv_dum 1.cotract_dum
1.power_dum 1.rawmat_dum 1.ddfall_dum 1.labprob_dum

dy/dx Delta- z P>|z| | [95% Conf. Interval]

method

Std. Err.
1.mix_dum 0.019499 | 0.008085 | 2.41 | 0.016 | 0.003653 | 0.035345
1.probface_dum | 0.109017 | 0.004912 | 22.19 0 0.099389 | 0.118645
l.asstrecv_dum | -0.014327 | 0.010534 | -1.36 | 0.174 | -0.034973| 0.006319
1.cotract_dum | 0.036952 | 0.005658 | 6.53 0 0.025864 | 0.048041
1.power_dum |-0.017591 | 0.006498 | -2.71 | 0.007 | -0.030326| -0.004855
l.rawmat_dum | 0.009050 | 0.011138 | 0.81 | 0.416 | -0.012769| 0.030889
1.ddfall_dum 0.186371 | 0.008757 | 21.28 0 0.169207 | 0.203535
1.labprob_dum | 0.058470 | 0.010034 | 5.83 0 0.038804 | 0.078136

Note: dy/dx for factor levels is the discrete change from the base level.
Source: Authors’ calculation from NSSO 73™ round data
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PART-II

Highlights of Report Released by National Statistical Office (NSO)
(The ‘Highlights’ are reproduced from related report prepared by Survey
Design and Research Division (SDRD) of NSO. For details, the reader may

refer to the related Main Report.)



HIGHLIGHTS

Periodic Labour Force Survey (PLFS) 2018-2019

This Report is based on the Periodic Labour Force Survey (PLFS) conducted by National
Statistical Office (NSO) from July 2018 to June 2019. The survey was spread over
12,720 FSUs (6,983 villages and 5, 737 urban blocks) covering 1, 01, 579 households
(55, 812 in rural areas and 45, 767 in urban areas) and enumerating 4, 20, 757 persons (2,
39, 817 in rural areas and 1, 80, 940 in urban areas). Estimates of the labour force
indicators are presented in this Report based on the usual status (ps+ss) approach and
current weekly status approach adopted in the survey for classification of the population
by activity statuses. The reference period for usual status (ps+ss) approach is 1 year and
for current weekly status approach, it is 1 week. A rotational panel sampling design was
used in urban areas. In this rotational panel scheme each selected household in urban
areas is visited four times—in the beginning with first visit schedule and thrice
periodically later with revisit schedule. There was no revisit in the rural samples. The
estimates of household and population, labour force, workforce and unemployment
presented here are based on data collected in the Schedules of first visit in both rural and
urban areas.

Some of the key results at the all-India level for the period July 2018 - June 2019
emerging from PLFS are highlighted below.

A. Household and Population

o During 2018-2019, about 51.7 per cent of rural households had major source of
income from self-employment. The share of rural households with major source of
income from casual labour during 2018-2019 was 25.1 per cent and that of
regular wage/salary earning was 13.1 per cent.

o In urban areas, about 31.8 per cent of the households had major source of income
from self-employment during 2018-2019. The share of urban households with
major source of income from regular wage/salary earning was 42.8 per cent and
that of casual labour was nearly 11.0 per cent.

o In India, literacy rate (among persons of age 7 years and above) during 2018-
2019 was 78.1 per cent.

o Literacy rate in both rural and urban areas was higher among males than
females: in rural areas, literacy rate was 81.9 per cent among males compared to
65.7 per cent among females and in urban areas; literacy rate was 91.9 per cent
among males compared to 82.6 per cent among females.
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B. Labour Force in usual status (ps+ss)

About 55.1 per cent of the rural males, 19.7 per cent of the rural females, 56.7 per
cent of the urban males and 16.1 per cent of the urban females were in the labour
force.

Among persons of age 15-29 years, LFPR in India was 38.1 per cent: it was 37.8
per cent in rural areas and 38.7 per cent in urban areas.

Among persons of age 15 years and above, LFPR in India was 50.2 per cent: it
was 51.5 per cent in rural areas and 47.5 per cent in urban areas.

C. Workforce

C.1 Worker Population Ratio (WPR) in usual status (ps+ss)

The Worker Population Ratio (WPR) was about 35.3 per cent at the all-India
level. It was about 35.8 per cent in rural areas and 34.1 per cent in urban areas.

The WPR was 52.1 per cent for rural males, 19.0 per cent for rural females, 52.7
per cent for urban males and 14.5 per cent for urban females.

Among persons of age 15-29 years, WPR in India was 31.5 per cent: it was 31.7
per cent in rural areas and 30.9 per cent in urban areas.

Among persons of age 15 years and above, WPR in India was 47.3 per cent: it
was 48.9 per cent in rural areas and 43.9 per cent in urban areas.

C.2 Status in employment among workers in usual status (ps+ss)

Share of self-employed among workers in India was about 57.4 per cent among
rural males, 59.6 per cent among rural females, 38.7 per cent among urban males
and 34.5 per cent among urban females.

Among workers, about 14.2 per cent among rural males, 11.0 per cent among
rural females, 47.2 per cent among urban males and 54.7 per cent among urban
females were regular wage/ salaried employees.

The proportion of casual labour among workers in India was about 28.3 per cent
among rural males, 29.3 per cent among rural females, 14.2 per cent among urban
males and 10.3 per cent among urban females.
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C.3 Industry of work of the workers in usual status (ps+ss)

In rural areas, during 2018-2019, about 53.2 per cent of the male workers and
71.1 per cent of the female workers were engaged in the agricultural sector. The
proportions of male and female workers in rural areas engaged in ‘construction’
sector were 15.4 per cent and 6.0 per cent respectively. The proportions of male
and female workers in rural areas engaged in ‘manufacturing’ sector were 7.3 per
cent and 9.0 per cent respectively.

In urban India, during 2018-2019, among male workers, the industry sector,
‘trade, hotel and restaurant' sector engaged about 25.2 per cent while
‘manufacturing’ and ‘other services’ sectors accounted for about 21.9 per cent and
22.3 per cent, respectively.

Among female workers in the urban, ‘other services’ sector (other than ‘trade,
hotel & restaurant’ and ‘transport, storage & communications’) shared the
highest proportion of workers (45.6 per cent), followed by ‘manufacturing’ (24.5
per cent) and ‘trade, hotel and restaurant' (13.8 per cent).

C.4 Occupation of the workers in usual status (ps+ss)

o In rural areas, 10.2 per cent of the male workers and 8.9 per cent of the female
workers were engaged in the following occupation divisions: Division 1:
Legislators, senior officials and managers, Division 2: Professionals and Division
3: Technicians and associate professionals.

o In urban areas, 32.0 per cent of the male workers and 35.3 per cent of the female
workers were engaged in the following occupation divisions: Division 1:
Legislators, senior officials and managers, Division 2: Professionals and Division
3: Technicians and associate professionals.

C.5 Informal sector and conditions of employment of the workers in usual status
(ps+ss)

o In India, 68.4 per cent of the workers in non-agriculture sector were engaged in
informal sector. The share of informal sector among male workers was 71.5 per
cent and among female workers was nearly 54.1 per cent in non-agriculture.

o In India, among regular wage/salaried employees in the non-agriculture sector,
69.5 per cent had no written job contract: 70.3 per cent among males and 66.5 per
cent among females.
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o In India, among regular wage/salaried employees in the non-agriculture sector,
53.8 per cent were not eligible for paid leave: 54.7 per cent among males and 50.6
per cent among females.

o In India, among regular wage/salaried employees in the non-agriculture sector,
51.9 per cent were not eligible for any social security benefit: 51.2 per cent among
males and 54.4 per cent among females.

D. Earnings from employment, hours worked and hours available for additional
work

The estimates on earnings from employment of the workers, hours worked and hours
available for additional work are derived on the basis of data collected in the first visit
schedule in rural areas (since in rural areas there was no revisit) and on the basis of data
collected in the first visit schedule as well as revisit schedules in urban areas for each of
the survey periods July — September 2018, October- December 2018, January — March
2019 and April — June 2019.

Information on earnings from employment was collected for all the three categories of
workers, viz., self-employed persons, regular wage/salaried employees and casual
labour. For regular wage/salaried persons in current weekly status information on
earnings was collected for preceding calendar month, for self-employed persons in
current weekly status (CWS) information on earnings was collected for the last 30 days
and for casual labour information on earnings was collected for each day of the
reference week.

D.1 Earnings from employment

o In rural areas, among regular wage/salaried employees in current weekly status
(CWS), earnings during the preceding calendar month ranged from Rs 13.2
thousand to Rs. 13.8 thousand among males and it was around Rs. 8.0 thousand to
Rs. 9.4 thousand among females during July—September 2018, October-
December 2018, January — March 2019 and April-June 2019.

o In urban areas, among regular wage/salaried employees in current weekly status
(CWS), earnings during the preceding calendar month ranged from Rs. 18.9
thousand to Rs. 19.5 thousand among males and from Rs. 14.4 thousand to 15.7
thousand among females during July—September 2018, October- December 2018,
January — March 2019 and April-June 2019.

o In rural areas, average wage earnings per day by casual labour engaged in works
other than public works ranged between Rs. 277 to Rs. 297 among males and
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nearly Rs. 170 to Rs. 199 among females during July — September 2018, October-
December 2018, January — March 2019 and April — June 2019. In urban areas,
average wage earnings per day by casual labour engaged in works other than
public works ranged between Rs. 342 to Rs. 368 among males and nearly Rs. 205
to Rs. 244 among females during this period.

In rural areas average gross earnings during the last 30 days from self-
employment work by the self-employed workers in CWS ranged between Rs. 9.1
thousand to Rs. 9.6 thousand among males which was nearly Rs. 3.8 thousand to
Rs. 4.4 thousand among females during July — September 2018, October-
December 2018, January — March 2019 and April — June 2019. In urban areas,
average gross earnings from self-employment work during the last 30 days ranged
between Rs. 16 thousand to Rs. 18 thousand among males and it ranged between
Rs. 6.2 thousand to Rs. 6.9 thousand among females during this period.

D.2 Hours actually worked during the reference week by the workers in current weekly
status (CWS)

In rural areas, in a week, a worker in CWS actually worked on an average nearly
45 hours during July 2018 to June 2019 and in urban areas they worked for 50
hours, in a week, during this period.

D.3 Hours available for additional work by the workers in current weekly status (CWS)

In rural areas, percentage of the workers in CWS who reported that they were
available for additional work ranged from 2.8 per cent to 3.5 per cent during July —
September 2018, October- December 2018, January — March 2019 and April —
June 2019.

In rural areas, during July — September 2018, October- December 2018, January —
March 2019 and April — June 2019 hours available for additional work in a week
for workers in CWS who reported that they were available for additional work,
ranged from 10.3 to 12.6 hours.

In urban areas, percentage of the workers in CWS who reported that they were
available for additional work ranged from 1.6 per cent to 2.5 per cent during July —
September 2018, October- December 2018, January — March 2019 and April —
June 2019.

In urban areas, during July—September 2018, October- December 2018, January—
March 2019 and April-June 2019 hours available for additional work in a week
for workers in CWS who reported that they were available for additional work,
ranged from 10.3 to 11.4 hours.
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E. Unemployment Rate in usual status (ps+ss)

Unemployment rate in India was 5.8 per cent. It was 5.6 per cent among males and
3.5 per cent among females in rural areas, while the rates were 7.1 per cent among
males and 9.9 per cent among females in urban areas.

For educated (highest level of education secondary and above) persons of age 15
years and above, unemployment rate in India was 11.0 per cent: 11.2 per cent in
rural areas and 10.8 per cent in urban areas.

The unemployment rate among the rural male youth (persons of age 15-29 years)
was 16.6 per cent while the unemployment rate among the rural female youth was
13.8 per cent during 2018-19. The unemployment rate among the urban male
youth was 18.7 per cent in 2017-18 while the unemployment rate for urban female
youth was 25.7 per cent during this period.
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Periodic Labour Force Survey (PLFS) 2019-2020

July 2019 to June 2020

Surveyed

Rural: 6,913 villages

12,569 First Stage Units (FSUs) Urban: 5.656 urban blocks

ﬁ 55,291 in rural areas
1,00,480 Households 45,189 in urban areas
ﬁ? 2,40,231 in rural areas
4,18,297 Persons 1,78,066 in urban areas

The survey covered the whole of the Indian Union except the villages in
Andaman and Nicobar Islands which remained extremely difficult to access
throughout the year.

Approaches followed for presenting Labour Force Indicators

usual status (ps+ss)
Reference period : 1 year

current weekly status(CWS)
Reference period : 1 week

76



Some of the key results at the all-India level for the period July 2019 - June 2020
emerging from PLFS are highlighted below.

Households and Population

{2

Percentage of
households
with major

source of
income
(household

type)

ﬁ rural households (%)

household type
Regular
Self- wage/salary Casual Oth All
Employment earning Labour ers
53.2 12.9 24.8 9.1 100.0
@ urban households (%)
household type
Self Regular
elr- wage/salary Casual All
Employment earning Labour Others
30.7 43.1 11.5 14.7 100.0

)

Literacy rate
for persons of
age 7 years
and above

Literacy Rate for persons of age 7 years and above in India:

78.4%

rural

male: 82.2%

female: 66.3%

urban

male: 91.8%
female:83.0%
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abour Force in usual status (ps+ss)

Labour Force Participation Rate (LFPR) in usual status (ps+ss)
in India: 40.1%

LEPR rural urban
for persons of male: 56.3% male: 57.8%
all ages female: 24.7% female:18.5%

Labour Force Participation Rate (LFPR) in usual status (ps+ss)
for persons of age 15-29 years in India: 40.9%

- LFPR ' rural: " urban:
or persons o 0 )
e 41.3% 40.0%

years

ﬁ Labour Force Participation Rate (LFPR) in usual status (ps+ss)
for persons of age 15 years and above in India: 53.5%
LFPR
for persons of
age 15 years rural: urban:
and above 55.5% 49.3%
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G

WPR
in usual status
for persons of
all ages

Worker Population Ratio (WPR) in usual status (ps+ss) in India:

38.2%

urban
male: 54.1%
female:16.8%

rural
male: 53.8%
female: 24.0%

M

WPR
in usual status
for persons of
age 15-29

years

Worker Population Ratio (WPR) in usual status (ps+ss) for
persons of age 15-29 years in India: 34.7%

urban:

rural:
32.1%

35.9%

WPR
in usual stat
for persons
age 15 year
and above

Worker Population Ratio (WPR) in usual status (ps+ss) for
persons of age 15 years and above in India: 50.9%

urban:

rural:
45.8%

53.3%
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Share (%) of self-employed among workers in usual status (ps+ss)

rural H rural

male: 58.4

i

female: 63.0 H

urban
male: 38.7

urban
female: 34.6

Share (%) of regular wage/ salaried employees among

(ps+ss)

Share (%) of casual labour among workers

Status in .

employment workers in usual status (ps+ss)
amokng rural rural urban urban
WOrKers . . . .

in usual status male: 13.8 female: 9.5 male: 47.2 female: 54.2

in usual status(ps+ss)

rural rural

male: 27.8

female: 27.5

urban
male: 14.1

urban
female: 11.1

Agriculture Sector

Industry of Construction Sector
work (NIC -
2008) of the Trade, hotel and
workers restaurant Sector

in usual

Manufacturing Sector

rural

male: 55.4
rural

male: 15.0
rural

male: 9.2

rural

male: 7.3

rural
female: 75.7
rural
female: 5.6
rural
female: 3.7
rural
female: 7.3

Some industry of activity with share (%) of workers in usual
status (ps+ss) in rural areas

rural
person:61.5
rural
person:12.2
rural
person:7.6

rural
person:7.3

Trade, hotel and restaurant
Sector
V:,g?,ils(t&gf_ Manufacturing Sector
2008) of the
workers Construction Sector
in usual status

Transport, storage &
communications

(ps+ss)

urban
male: 28.9
urban
male: 20.3
urban
male: 12.0

urban
male: 12.1

urban
female: 22.3
urban
female: 22.4
urban
female: 4.9

urban
female: 3.6

Some industry of activity with share (%) of workers in usual
status (ps+ss) in urban areas

urban
person: 27.4

urban
person: 20.8

urban
person: 10.3

urban

person: 10.2
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status

Occupation
(Division of
NCO-2004)
of workers
in usual status

(ps+ss)

(pstss) in rural areas

Division 1: Legislators,
senior officials and
managers

Division 2: Professionals

Division 3: Technicians
and associate
professionals

rural

male: 6.3

rural
male: 2.0
rural

male: 2.1

Some Occupation Divisions with share (%) of workers in usual

rural
female: 4.0

rural
female: 1.7

rural
female: 2.9

status

Occupation
(Division of
NCO-2004)
of workers
in usual status
(ps+ss)

(pstss) in urban areas

Division 1: Legislators,
senior officials and
managers

Division 2: Professionals

Division 3: Technicians
and associate
professionals

urban
male: 17.8

urban
male: 8.8

urban
male: 6.1

Some Occupation Divisions with share (%) of workers in usual

urban
female: 11.7

urban
female: 13.7

urban
female: 11.7
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Informal Sector

Percentage of workers in usual status (ps+ss) engaged in informal
non-agriculture sector in India:

male: female : person:
Informal 72.9 56.5 69.5

Sector

Conditions of Employment

Percentage of regular wage/salaried employees in the non-
agriculture sector who had no job contract in India

male: female : person:
68.1 65.0 67.3

Percentage of regular wage/salaried employees in the non-
agriculture sector who were not eligible for paid leave in
India

4

Conditions of
employment

male: female : person:
53.1 49.8 52.3

Percentage of regular wage/salaried employees in the non-
agriculture sector who were not eligible for any social
security in India

male: female : person:
53.6 56.0 54.2
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Earnings from employment, hours worked and hours available
additional work

Estimates derived based on
e data collected in first visit schedule in rural areas; and

e data collected in first visit and revisit schedule in urban
areas during for each of the survey periods July—September
2019, October- December 2019, January — March 2020 and
April — June 2020

Information on earnings collected for

o self-employed persons in current weekly status (CWS) for
last 30 days

e regular wage/salaried persons in current weekly status
(CWS) for last calendar month

casual labour during each day of reference week

Range of earning for regular wage/salaried employees in CWS
during preceding calendar month in the quarters July —
September 2019, October- December 2019, January — March

2020 and April — June 2020
ﬁ? rural

Range of male 313.9 thousand - ¥ 14.3thousand

earnings fro
| _ __

e’;}ﬁ;’g{,‘,‘:{ female 8.5 thousand - 12.1 thousand
wage/salarit
employees

in CWS urban
male %19.2 thousand - ¥21.6 thousand
female Z15.3 thousand - 317.3 thousand
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Average wage earning per day by casual labour engaged in
work other than public works during the reference week of the
quarters July — September 2019, October- December 2019,
January — March 2020 and April — June 2020

Range of
earnings from rural
employment male 3297 - %315
by casual
labour 5 3
engaged in female %185 -3209
work other
than public urban
works male %375 - %391
female 3243 - %265

Average gross earnings during last 30 days from self-
employment work by self-employed workers in CWS in the
quarters July-September 2019, October-December 2019,

ﬁ January—March 2020 and April — June 2020
rural
R f
Eam??,gi?mm male %9.2 thousand - 10.1 thousand
employment _ _
of self- female 4.6 thousand - 5.0 thousand
employed
workers in
ciltE urban
male 314.5 thousand - %17.8 thousand
female T6.9 thousand - 37.7 thousand
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Hours actually
worked during
the reference
week by
workers in
CwWs

Average hours actually worked in a week by a worker in CWS
during July 2019 — June 2020: 37 hours — 48 hours

rural: urban:
39 hours — 46 hours 30 hours — 54 hours

G

Hours
available for
additional
workby the
workers

in CWS

Percentage of workers (range) in CWS who reported that
they were available for additional work during July 2019 —
June 2020

urban:
1.1%-2.2%

rural:
1.3% -3.3%

Hours available for additional work (range) in a week for
workers in CWS who reported that they were available for
additional work during July 2019 — June 2020

rural: urban:
11.9 hours -14.2 hours 11.7 hours -18.8 hours
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Unemployment Rate in usual status (ps+ss)

Unemployment Rate in usual status (ps+ss) for persons of all
ages in India: 4.8%

Unemployment rural urban
Rate (UR
in usuaf Stat)us male: 4.5% male: 6.4%
for persons of female: 2.6% female: 8.9%
all ages

Unemployment Rate in usual status (ps+ss) for UR for educated
(highest level of education secondary and above) persons of age

Unemployment | 15 years and above in India:10.1%
Rate (UR)
in usual status

for educated

persons rural urban
of all age 15 9.9% 10.3%
years and

above

Unemployment Rate in usual status (ps+ss) for youth persons of
age 15 -29 years in India: 15.0%

Unemployment
Rate (UR)

in usual status rural urban
for persons of male: 13.8% male: 18.2%
age 15 -29 female:10.3% female:24.9%

years
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gfaerd o | 78 FEa 35.8 Tiaera ATHTOT &= | 3fi¥ 34.1 wiaerd a7 &= #
T |

o TEEUTHATY UTHIT Q&Y o forw 52.1 Tiaerd o, ATHIoT Aigaran & forw 19.0
gfaerd, T Ul & T 52,7 sfderd i v "fgarst & ™0 14.5
gfaerd =7 |

e 15-29 W IY & ATHAT H WA H SeegdranT 31.5 aqerd AT: g ATHIT
&=l § 31.7 giaerd o FrT &=Ai § 30.9 gfaerd o7 |

o 15 TG U IO ATerF IH & ATHAT § WX H Teegqulae 47.3 FIaerd AT
T THIT &1 § 48.9 Wierd o AT &1=1 & 43.9 iaera o7 |

T .2 gy fe (fog+uaes) § S & S Aeen Rl

o T # &= TA-TSHIT T AT ATHIOT [T § F0a 57.4 Tiaerd, TTEior
AfgaTel ® 59.6 Wioed, AT T&ui § 38.7 Widerd ST T4 Aigars &
34.5 wfderd =T |

o AWM & &= ATHIT q&ul | Fa 14.2 wiqed, IrEior afgarst § 11.0
gfaed, T Ul # 47.2 Agqq #T AT Aigars § 54.7 qiaerd
ataa gegdt/aas aeare &30 o |

o FHTHITRI o &9 ATHEHT TGN T TATT ITHIOT T=T | FLrar 28.3 Tharerd,
TTEor AigaTet ® 29.3 Wi, T [Eui § 14.2 T{Aord T AT
wigaATat § 10.3 Ticrera =7 |
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.3 g ol (frog+Taas) § ST 7 F1F ST

o ITHIOT &A1 #, 2018-19 F 1T T HIATI &7 53.2 Yo sfiv Afgar
FIAT FT 71.1 TA9d HT &5 & T o7 | o7 & § F[Hior ae #§
Th T9 U HIgAT HIEIT T SA0Td HAT: 15.4 TA9ra Sie 6.0 Sierd =7 |
‘AR o5 § YO 29 ud Jigar SRl w1 Squrd wAEe: 7.3 Tiaera
31¥ 9.0 Tiaerd = |

o TILIT WA H, 2018-19 F ZTH T&W HIEITL 6 S 0T, BIed AT gL
T § HE 25.2 Taad T I, Fath AfFaior i o gare g9
H AT w0 21.9 Tiaerd i 22.3 wiaerd T3=6 o |

o T &1 | "iger &HAl & = o7 9910’ HFe? (IS, Fled U i
ST TTEITE Ud FEITARSTT HFaT o SAATAT) FTHIT o STTEHaH AT (45.6
gfaera) T T, gae Iuaa fAfaaior (24.5 giderd) Y 2F, ged #}
YEEree’ (13.8 wiaera) e T

.4 o=y Ryl (fioa+uaed) § ST 1 SUS(H AT

o ITHIT &7 # 10.2 Ifd9@ 2T FTAIMR ¥ 8.9 iaerd HigAT HTHIT
eferfaa SusifasT T9RT § S3<h o T9rT 1 fEfesm, a0 Faaral ua
TSI, THNT 2 : TaLf Ua TAWT 3 TH{AT UF TgIR(T Tqa<i|

o T &= H 32.0 Widerd @Y FHIE ST 35.3 Yiaerd #@gar HTae
referfad STSHTEsT TR § T3 o0 T90T 1 Afesmm, a7 faartat ua
TSI, TANT 2: Ta) U TANT 3: THAAT U EAR(T i

M5 ARG qaeY X amT =fQ (foa+uaes) § $ET & ASH 6
AT

o WA ¥ 68.4 IIAT FIHMT AT-FHW HFed | AATATH & § T g0 F |
& FHTAEATN 6 S AATTAT &7 HT 9T FAF 71.5 iqerd T qfgar
FTHIN o S AATTATI &5 T AT 54,1 TTAerd o7 I2-F0 T qFe 7 |

o WA H, W-FY &= # Fafoa aergdi/aad TR wHATIT & o= 69.5 Tiera
F Uty wrs forfed AT g@faer 98t o7 0 70.3  widerd =i § ¥ 66.5
gfaera AigaTsi 7 |
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o WA H, T-FIW &= H FATHT ASTEL/aae TR FHATAT & 1= 53.8 Tiaerd
AT T AT F TRT A1 o 54.7 Ffqerd =i # 3f¥ 50.6 Sirera AiZerrsi
il

o AT H, T-FY & § Aaf¥a asrgi/aaa ARl FH=1FT & o= 51.9 Tiaerd
Torelt |TaTTST TRt TBaeTs & 9 Al O TRUl H 51.2 Fiaad U Atgarsi §
54.4 wicerd|

() FIET & o, frae =i & 3T wd srfafRes st & forg Saersyr =i

FTHITL % o Tha =< Fwmw BT g afai= #F1at & oo Suesy = i
&A1 | T T ST el A U 3w R U st 9w senhia § |
8t F SITEAT ¥ TE 31Y U% ST O 2 U T AU T AST 9T e &
ST TS - Rrawae 2018, srFeav - faga¥ 2018, ST°a<T - ATH 2019 T 9 - A
2019 srafarT & forw o |

TS | &1 9T AT G T a1 o HIAAET 6 o0 Thgl & T, S -
FAYT Ffh, At wergdi/Eaad aRft FHATE Ua aHiens JiHE | aaarT
amETe® Rafa (feseque) & At aegdi/aaaantt sfeat & o e 0w
AT TAAAT helUS< HIE 6 (10 Thel il AT, AAATT A6 S *ATd (HTSeequa)
H FF-TSAE ATHAT & (70 3 92 =7 fUger 30 oAt # forg gt it =it va
SATREAT AT & o7 S I TAAT HEH FT o TTAT o [o7T Sahgt ol TAT |

.1 FTHIATA o 3T

o ITHIU &1 H, aaATT ArdTes reufa (Hresequa) # fafaa asgd/aaqaani
FHATAT 6 A, TAAd] HAVST ATg & IF gs AT l <of T&ul § a9
13.2 B | ¥9T 13.8 TA o &= 6l Lol UF ATZATSN & 1= Tg ®97 8.0
ZTE | ¥4 9.4 TX & &= =l Lol FA&A AT & JATs - FHaeay 2018,
SFAY - feda 2018, ST - A4 2019 THF 319 - 7 2019 F fi= 7 |

o T & AT H, Faurd arares feafa (Hfresequa) § Fafaa asgdi/aaaari
FHATILAT 6 A1, AT HAUET HIg 6 I g2 T il I (&0l § w77 18.9
TSTT & 19.5 FITe &t off v Aigarst & = 94 14.4 gL & 15.7 g2 & o
AT Sty o S[aAre - Fawaw 2018, sr#gav - [kEav 2018, =4t - A1+ 2019
TE AU - A 2019 % A=A H |

o UTHIV &1 W, STHTEAT AT il SHEAT TTA TS hl AT ST 16 AT H1AT
ATATR 7T AT § FALT I, TEUT § & 277 § &, 297 UF HigaATai & s
T %170 | %, 199 T FIAT AT F J[ATs - ara¥ 2018, TFeav - faHax
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2018, ST - AT 2019 TH T - [ 2019 F o= H| T &1 H, ATHREAR
T FT e TrafaT 7 T S o Tastias w1 & ATA e o+ F1a1 §
FTALT o, TEUI | €. 342 ¥ . 368 off ug Aigarsi § #0a %, 205 & &. 244 #i¥
o |

o ITHIO &1 H fUmer 30 f&AT & I oA+ aahe o Hiesequd § TF-FH1ad
FTAIT AT o0 T FF-H1ATT FTF & T 00 3T, T80 H = 9.1 T | .
9.6 T & &= AT ST foF AigaATsl # 19 %. 3.8 AL ¥ %. 4.4 T & 1= fF
TILAT TATE % AT - [Fraea< 2018, srFea¥ - faga¥ 2018, STHa<T - 97+ 2019
TE 9 - S 2019 F = 7 | faser 30 AT & e T &= § #9-Ts0e
% T AT TR AT A hT 3T, TEUT § &, 16 T T %, 18 FoATL & o= off
Ud AT § 78 %. 6.2 T A €. 6.9 TATT T o7 7 7ater o 2 |

H.2 TAAT ATHTIRS T (Hesequa) § T gFr o S HIHIT 3 AT fahaet e
4 faT

o THIU &A1 |, TF TFI H HISeoqUH H U FIAIT o AT FL{d AL ATl
& SATE 2018 & S 2019 F FA 45 = FwA oRAT UF TWOT 4= H, UE
THTE 39 AT % I, 50 = w1 =647 |

.3 AT ATHTRS wa< (Hresequa) § FTHATA 7 SATA R F1a1 & forg Suerser qo

o ITHIN &= #, HiSeequd H AfA<h FF Al ITAHAT 51 HLATT AT
FIHIATT 6T TTera it 357 2.8 wiaerd & 3.5 afaera & &= ot Jars - e
2018, STFga - [eda¥ 2018, STHA<T - ATH 2019 UH T4 - [ 2019 F 1= H |

o ITHIUT &A1 H, IATs - Hawax 2018, siFgax - fega¥ 2018, ST - 6714
2019 TH AT - JF 2019 F = § Hiceequa H T FHIERT o ATq<h H1d
FT ITSLAT a1 Fearal off 3 | U g | ATATLh 1 sl {77 Iuerse 7T
FTIT 10.3 5 H 12,6 = % o= off |

o AT &I H, Hesequa H ATATTh F1d il STASHAT 51 HLATH dTel HIHIT
&t wfcerd it 397 1.6 Wiaerd & 2.5 afaera F fi7 fF 1% - FAawaw 2018,
SFAY - fedav 2018, STET - ATH 2019 TH 14 - [ 2019 F &= H |

o T &A1 | AT - FAawaw 2018, sy - fawaw 2018, {4+t - 91+ 2019
UH A - I 2019 F = § Hwseg 7 o w0 T sfafs wrF i
SUASAT T FLATH ?ﬁwﬁ@m\% gfaf=r =13 1 forw Suersy 7a7 it
¥ 10.3 5 & 11.4 " % off= ot |
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(¥) g Rufa (froa+waee) § I ET

o WA H FXSIY aX 5.8 WIArd AT | ATHIOT &AT H &I § LS 3 5.6
sfaerd or ua wfgarst § 3.5 wiaerd Stafsh AT &= § TJgr a7 [« 7 7.1
gfaerd U AigaATar o o= 9.9 Ticrera =T |

o UXAH 15 NI 3f¥ IO SUT & ¥ & forfera (Areafys va 3o 3gax
T fersray forerT 1 Ta%) =feat § aee g€ 11.0 wiaera o ; arefior e
11.2 sfqera U T &= ¥ 10.8 yidrera =

e 2018-19 *F LA TLSHITE & YT AT T&W (15-29 aW) ¥ 16.6 Fiarerd =T
ST T ALSNITE € T a7 AIZAT § 13.8 wicrera o7 1 2018-19 F I
FLSHIE & AT AT &9 | 18.7 TIA9rd o7 UF Fgl aieiIT &€ 90T AT
AqigaT  forw 25.7 gfderd o |
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i FaterF e gaeor (Fr 7 T TE) 2019-2020

gaeror T @
12,569 HEE EEST A ITHYT: 6,913 TiET
(THUEy) T 5,656 AT =T
Q . 55,291 THorEE #
1,00,480 =T 45,189 "TEAST
ﬁP ‘ 2,40,231 grftorert #
418,297 Faterd 1,78,066 FrrTat

qIAN H q¥ AT HF FATHSA AT T sewe s AEEmw
g F IT Al A BIEAL OF TF TEAIET W AY qF AER
ar|

4

G

STH ST Gohal AT FIA F TN STYRTAT AT ST

FAHTT GTATES fefa
Ty Rafa (froa+ue ue) (&t o )
Teay et a9 Tvayl Ffd: 1 quTg
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A AT &< 9 [ATE 2019 - S 2020 Ft ey # org ff var we w7 & e 3=
&g uimH Refertea §)

ﬁ arefor gRaTt (%)

TRETT F TR

[BRIGE] SRR

o . e Il?vl?g&/%ﬁl'rr Iﬁr{ﬁ AT RE]
ﬁ | 53.2 12.9 24.8 9.1 100.0
qfEr *

R {0} et afrst (%)

il TR 3

[RRIEEH SEat=E
EEEEGE] LA T e
43.1 11.5 14.7 100.0

T H HIELAT 2 7 99 37 S99 A9 39 F Ahal 4 78.4%

HTEAT &7 7 eI T
T & 3
=T H: 82.2% =T H: 91.8%
AT H: 66.3% AigeTeAr #:83.0%
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AT | e B qrieaderd E(Ue U ot &) amr o
(ff T+ T #: 40.1%

grHI GRIAE|
&l #: 56.3% g&ul #: 57.8%
wlRema #: 24.7% wfeest #:18.5%

A F 15-29 T4 39 F AR § qrATg Rorfa (4 vg+ue ua) #
T U o7 2 40.9%

YT S A T &= |
41.3% 40.0%

TRas 15 99 Ud IAY ATdF IY F AHAT § arare ety (f
TH+TH UH) § U UF o 912 53.5%

JTHIT &= H:
55.5%

LR &t
49.3%
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FTHRY STAEEAT SA0Td (Toe 9T o) qrr=a Rafa & (f va+u vH)

—

#: 38.2%
PG| T
7=t #: 53.8% 7=t #: 54.1%
wfzemar #: 24.0% wiEest #:16.8%

—

15-29 Y I¥ & AKAT § WA H Toeg ey araT feafa (fr

TH+TH UH) H: 34.7%

JTHIT &= H:
35.9%

T &= A
32.1%

G

Teog Y
1597 1
I A
39 * =Af

ﬁ,

15 T UE I AT IH & ATHAT § AT | Toog I T A0

Rty (f va+um wH) §: 50.9%

ITHEOT BT A
53.3%

T &
45.8%
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g Rl (ff o+ue w@) § FTEmR & -3 F#:T A9T (%)

grfior grfior GRERI T
&yl #:58.4 | #fgeTsi #:63.0 | wEwi #:38.7 | wfRevsi #:34.6
T ot (f Ta+ua ) | F F fi9 [ ssgh[aa

feafa
(s TR FHATRAT FTAL (%)
qTHIT qTHIT GREIERS T
T=ui #:13.8 | wfgaredi #: 9.5 | =Wl #: 47.2 | wigwved 7 54.2
T Rufa (ft wa+ua ) |§ w1 F S arwteas aergll FraE(%)
grfior grfior T T
T=UiH:27.8 | AfgaAre#:27.5 | gEwiH:14.1 Aigara:11.1

T Rufy (ff wor+ue wH) # = w1 IR (T g+ -2008) F FTATIRY T
AT (%) ATHIT &= |
. grfior grfior grfior
ﬁ? O =T H: 55.4 H HIgATAH: 75.7 H IR 61.5
Rafy Al FFH | i 15.0 H qfReaii: 5.6 H SRR 12.2
- =T H: 9.2 AfgaTsti®: 3.7 | =A<RIIH: 7.6
A & H | it 7.3 “ m%maﬁﬁ:m‘ S

(%) T &= ®
ﬁ 23, Bled ¥ TegiE
v Freit
S o i
Rty e &
TETEYE, TS UUE

FHIARAT

GULR
T H: 28.9
GULR
&=l H: 20.3
GULR
&=l H: 12.0
GURR]
&=l H: 12,1

GURIR]
wigaTer 9:22.3
GURIR]
wigaTert §: 22.4
LIRS
qigaTet §: 4.9
T
AigaTsH H: 3.6

T Rufy (frog+age) & F5 w1 STRT (T orE @Y -2008) & FEIT HT 4L '

GRRIR I
=rf<RaT 0 27.4
GRRIR I
=Rt |1 20.8
GRRIR I
At |1 10.3
T
=rf~raT ¥: 10.2




T Refy (ff wa+uw ww) ¥ w5 Sustiaer (o @ 2004 F wwr) &
FTHIT T AT (%)
ﬁ TTHIOT &= H
Ty feafy \“
) T 1: R, af Tty ey
ﬂwww FHATRAT TS et gEt #: 6.3 | wiRemst #: 4.0
(TTETAT2004%
A ) . PIRIRI Trefor
T2 Tent #: 2.0 | wiRemst #: 1.7
IHRT 3: (AT U JTeftor arefror

FEA F2ray Tt #: 2.0 | =R #: 2.9

= Rt (ff wo+uw w@) & T STShfast (T oF & 2004 F T9TT) & '
FTAITA T AL (%)
q‘@ e it &
] ST 1: PR, 6 T -
(f FHATRAT TF Tt Teul : 17.8 | wigamst #: 11.7
ww) ¥
FTIEL T . T T
IR TATT 2 : J9rat = ey
SRR e #: 8.8 | wiEee #: 13.7
R TATT 3: T U T T
TEART 9wt Teul #: 6.1 | wigemsi #: 11.7

- ST g H wr et (ff wa+ue we) § FrEm w

AT (%)
ﬁ AT # AP ST &t # forggen e farfy (f wovew o) #
FITT T TAerd (%):

& FTEAT | AfRer wr & | safe s §
72.9 56.5 69.5
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FERL & o, e =5 @ O ug sgfaf #mat &

IqAY T

TECHET ATETA &

o THYW &t F 3 wRUE T F uger 3 uT g U w st
#qT

o TET AT F ATEAT F TE N U AT [ Y 0 TH vy mw
HAHET ST TS — Ffraeay 2019, FFga? — fegay 2019, FHa<T -
AT 2020 T 9 - [ 2020 srafa=t F foro o

TSI & 31T 9% AT el 7 T

o FAWTH ATETRS ot (i Teeg wa) § w=3-Tore =xfeat  forw
AT ¥ g=AT e 30 fot & forw

o FIAT ATHTF FRufa (Hr Teeg wH) # Faffa asgdi/aa=aanit
T % oI o 9% g=aT T@ad] vt "4Tg & o

o smeRfEd® HH F forw s u¥ qeET @ad g F wiated & forg

Rty (1
s ) §

FIAE ATATRS AT (€T T T ) § Fafaa asgdi/aas aeit wH=arat
F fi=,gEadT Fave ATE F W g2 aw f I g sty F JeTs -
RawT 2019, g - fREa 2019, SE - 719 2020 TS 6« - S
2020 Ffiw &

PIRIRI

= 13985 - T14.3 89

858w - 12.1 89

319.2 7oM< - 321.6 e9X

%15.3 gw< - J17.3 &9X
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AT e HHE (TfscTs T & AATAT 3T F1F |) Fit e grafeT i
AT ST FATH F JATS - BT 2019, FFa< - fedax 2019, S¥a -
% a1 2020 T 7T - ST 2020 3 ey &
EIEAC T | areftor 3 z
H(TTeTH T A 297 - 3315
A F aigere & 3185 -%209
ATAT T
T
Tt & 3375 - %391
3243 - %265

Ht T5°g TH | T-HAG FART AR 6T T7 S-F10d 14 4 sfaad
FT AT T LT AL AT F TS - =< 2019, sraga - fagew 2019,
AT - ATH 2020 TEHHA - 7 2020 F 4 H

L= R DR ‘ T
FTETTY T A %9.2 gw< - 10.1 291X

34.6 77 - 5.0 29T

%145 g7 - 17.8 9%

R6.9zm - 7.7 89
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FIAT AT Fufy (5 goeg us) & G610 srafer Jars 2019 &
S 2020 F T FEE ZIRT SfEa- ATaTeh FI 647 79T 37 =5
- 48 5

TTHTOT &= | T &1 9
39 % - 46 =¥ 30 =z - 54 He

T graTe® Rl (T ssog ww) & afafRes e it Suersear o
FAT AT FTTRA Y TIALT T 3T qeqor Fafey Joms 2019 & 7
2020 * =

1.3% -3.3% 1.1%-2.2%
t sovg T ® o w7 stfafRes o Suerear at wart oft

ITH TH TR A Ffafew wd it org suasa awa fi o gaeror srafer
AT 2019 & S 2020 F T

ITHTOT &= | T &=
11.9 =iz -14.2 =i 11.7 =2 -18.8 5
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ad # g Tt (ff va+us ve) § g 33 4.8%

DIk IRI
=T H: 4.5%
qigeTat 9 2.6%

&l H: 6.4%

T
AigaATaA : 8.9%

1=

AT H 15 TUISSHASTLASHHIATET (ATEATHF T Iah IFAL
sfeeraw fraT &1 &%) FARRAT § e Rafa (0 vg+ug uE) §
FUSTMT 77:10.1%

T e
9.9%

SRR EIK
10.3%

AT | TSI 3 AT (15-29 a9 37 %) =<hat #:15.0%

DIk IR T
=T H: 13.8% =T H: 18.2%
AT #:10.3% AiZATA #:24.9%
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